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The eigenfunction method is used to calculate the transformation coefficients $\left\langle\left.\begin{array}{c}{\left[\nu_{m}\right]}\end{array} \right\rvert\,[v],{ }_{m_{1}}^{\tau}{ }_{m_{1}}^{\left.\nu_{1}\right]}{ }_{m_{2}}^{\left[v_{2}\right]}\right\rangle$ from the Yamanouchi basis of the permutation group $S_{f_{1}+f_{2}}$ to the $S_{f_{1}+f_{2}} \supset S_{f_{1}} \otimes S_{f_{2}}$ irreducible basis. A program in FORTRAN is written, and tables of the transformation coefficients for the permutation group $S_{f}$ up to $f=6$ are given. Possible applications of the transformation coefficients are sketched.

PACS numbers: $02.20 . \mathrm{Qs}, 03.65$.Fd

## I. INTRODUCTION

The transformation coefficients (or transformation matrix) of the permutation group (abbreviated as TC) were first introduced by Jahn ${ }^{1}$ and Kaplan ${ }^{2}$ in constructing orbital wavefunctions for a multishell configuration. These coefficients play an important role in nuclear structure calculations and molecular and atomic calculations, and have been studied extensively by Jahn, ${ }^{1}$ Kaplan, ${ }^{2}$ Horie, ${ }^{3}$ Kramer, ${ }^{4.5}$ and Sarma. ${ }^{6}$

In Refs. 7 and 8 it was shown that the calculation of many particle FPC (fractional parentage coefficients) for the group Chains $\mathrm{SU}(m n) \supset \mathrm{SU}(m) \times \mathrm{SU}(n)$ and $\mathrm{SU}(m+n)$ $\supset \mathrm{SU}(m) \otimes \mathrm{SU}(n)$ needs the TC. Kramer ${ }^{4.5}$ and Kramer and Seligman ${ }^{9}$ showed that the Racah coefficients and $9 v$ coefficients of the unitary group, $\mathrm{SU}(n)$, can be expressed in terms of the TC. Therefore, if one has a simple algorithm to calculate these transformation coefficients, one would be able to calculate the Racah and $9 v$ coefficient of $\mathrm{SU}(n)$ with arbitrary $n$. Unfortunately, such an algorithm did not exist up to now. Kaplan ${ }^{2}$ used the projection operator method to calculate the transformation coefficients. As pointed out by Kukulin, Smirnov, and Majling, ${ }^{10}$ such a calculation is very cumbersome for a large number of particles. Sarma ${ }^{6}$ suggested an algorithm for TC; however, it is still not convenient for computer calculation.

Based on a new approach to group representation theory, ${ }^{11-13}$ a powerful and versatile technique, the eigenfunction method, has been developed. This method is easily implemented on computers. Three programs are available for evaluating the CG (Clebsch-Gordan) coefficients and ORC (outer-product reduction) coefficients ${ }^{14}$ of the permutation group and the single-particle FPC for the group chain $\mathrm{SU}(m n) \supset \mathrm{SU}(m) \times \mathrm{SU}(n) .{ }^{15}$ In this paper we will describe the calculation of the TC by the eigenfunction method. An efficient program has been written and systematic tables of the TC have been obtained. The next paper will be devoted to the calculation of the Racah coefficients of $\mathrm{SU}(n)$ for arbitrary $n$.

## II. TRANSFORMATION COEFFICIENTS OF PERMUTATION GROUPS

Let

$$
\left|[v], \begin{array}{c}
\tau\left[v_{1}\right]\left[v_{2}\right]  \tag{1}\\
m_{1} m_{2}
\end{array}\right\rangle, \quad \tau=1,2, \cdots,\left\{v_{1} v_{2} v\right\}
$$

be the $S_{f} \supset S_{f_{1}} \otimes S_{f_{2}}$ irreducible basis which belongs to the irrep (irreducible representation [ $v$ ] of $S_{f}$ with $f=f_{1}+f_{2}$, and at the same time the Yamanouchi basis [ $v_{1}$ ] $m_{1}$ of $S_{f_{1}}$ $=S_{f_{1}}\left(1,2, \ldots, f_{1}\right)$ and $\left[v_{2}\right] m_{2}$ of $S_{f_{2}}=S_{f_{2}}\left(f_{1}+1, \ldots, f\right)$, where $m_{1}$ and $m_{2}$ enumerate the Yamanouchi vectors of the irreps [ $v_{1}$ ] and [ $v_{2}$ ] of the groups $S_{f_{1}}$ and $S_{f_{2}}$, respectively, $\tau$ is a multiplicity label, $\left\{v_{1} v_{2} v\right\}$ is the number of times that the representation ( $\left[v_{1}\right],\left[v_{2}\right]$ ) of $S_{f_{1}}$ and $S_{f_{2}}$ occurs in the irrep [ $\nu$ ] of $S_{f}$, and the $m_{i}$ can be regarded either as Yamanouchi symbols or the indices for the basis vectors of the irrep [ $v_{i}$ ] in the so-called decreasing page order for the Yamanouchi symbols. ${ }^{16}$ It was shown ${ }^{13}$ that the $f-1$ two-cycle class operators $C(f), C(f-1), \ldots, C(2)$ of the permutation groups $S_{f}, S_{f-1}, \ldots, S_{2}$ constitute the so-called second kind of complete set of commuting operators (CSCO-II) of $S_{f}$, and their simultaneous eigenvectors constitute the Yamanouchi basis of $S_{f}$. Consequently, $\left[v_{i}\right] m_{i}$ can also be viewed as the eigenvalues of the CSCO-II of $S_{f_{i}}$, namely,

$$
\begin{align*}
& \left(v_{1}, m_{1}\right)=\left(\lambda_{f_{1}}, \lambda_{f_{1}-1}, \ldots, \lambda_{2}\right), \\
& \left(v_{2} m_{2}\right)=\left(\lambda_{f_{2}}, \lambda_{f_{2}-1}, \ldots, \lambda_{2}\right), \tag{2}
\end{align*}
$$

where $\lambda_{i}$ is the eigenvalue of $C(i), v_{1}=\lambda_{f_{1}}, v_{2}=\lambda_{f_{2}}$, and $m_{1}$ and $m_{2}$ symbolize the rest of the respective sets of eigenvalues.

The $S_{f} \supset S_{f_{1}} \otimes S_{f_{2}}$ irreducible basis can be expanded in terms of the Yamanouchi basis $\left\lvert\, \begin{aligned} & {[v]}\end{aligned}\right.$ of $S_{f}$ :

## The TC

$$
\left\langle\begin{array}{c}
{[v]} \\
m
\end{array} \left\lvert\, \begin{array}{c}
\left.[v], \begin{array}{c}
\tau\left[v_{1}\right]\left[v_{2}\right] \\
m_{1} m_{2}
\end{array}\right\rangle, ~
\end{array}\right.\right\rangle
$$

satisfy the unitarity conditions

$$
\begin{align*}
& =\delta_{m m^{\prime}}, \tag{4}
\end{align*}
$$

$$
\begin{aligned}
& =\delta_{v_{2} v_{2}^{\prime}} \delta_{m_{2} m_{2}^{\prime}} \delta_{\tau \tau^{\prime}} .
\end{aligned}
$$

According to Theorem 4 in Ref. 13, the $S_{f} \supset S_{f_{1}} \otimes S_{f_{2}}$ irreducible basis must satisfy the following eigenequations:

$$
\begin{align*}
& =\left(\begin{array}{c}
v \\
v_{1} \\
m_{1} \\
v_{2} \\
m_{2}
\end{array}\right) \left\lvert\, \begin{array}{c}
\left.[v], \begin{array}{c}
\left.\tau v_{1}\right]\left[v_{2}\right] \\
m_{1} m_{2}
\end{array}\right\rangle, ~ \\
\end{array}\right. \tag{5}
\end{align*}
$$

where $\mathrm{C}(f)$ is the CSCO-I of $S_{f}$, which in the most useful cases consists of the two-cycle and three-cycle class operators of $S_{f}$, while ( $C\left(f_{1}\right), C\left(S_{1}\right)$ ) and ( $\left.C^{\prime}\left(f_{2}\right), C^{\prime}\left(S_{2}\right)\right)$ are the CSCO-II of $S_{f_{1}}$ and $S_{f_{2}}$, respectively:

$$
\begin{aligned}
& \left(C\left(f_{1}\right), C\left(S_{1}\right)\right)=\left(C\left(f_{1}\right), C\left(f_{1}-1\right), \ldots, C(2)\right), \\
& \left(C^{\prime}\left(f_{2}\right), C^{\prime}\left(S_{2}\right)\right)=\left(C^{\prime}\left(f_{2}\right), C^{\prime}\left(f_{2}-1\right), \ldots, C^{\prime}(2)\right), \\
& C(l)=\sum_{i>j=1}^{l}(i j), \\
& C^{\prime}(l)=\sum_{i>j=f_{1}+1}^{f_{1}+1}(i j),
\end{aligned}
$$

where $(i j)$ is the transposition operator. Since the Yamanouchi basis of $S_{f}$ is necessarily a Yamanouchi basis of $S_{f_{1}}$, the last $f_{1}-1$ eigenvalues in the eigenvalue set
$(v, m)=\left(\lambda_{f}, \lambda_{f-1}, \ldots, \lambda_{f_{1}}, \ldots, \lambda_{2}\right)$ of the CSCO-II of $S_{f}$ are just the eigenvalues $\left(v_{1}, m_{1}\right)$ of the CSCO-II of $S_{f_{1}}$, i.e.,

$$
\begin{equation*}
(v, m)=\left(\lambda_{f} \cdots \lambda_{f_{1}+1}, v_{1} m_{1}\right) . \tag{7}
\end{equation*}
$$

Therefore, the TC

$$
\left\langle\begin{array}{c}
{[v]} \\
m
\end{array} \left\lvert\, \begin{array}{c}
{[v],} \\
\tau\left[v_{1}\right]\left[v_{2}\right] \\
m_{1} m_{2}
\end{array}\right.\right\rangle
$$

is zero unless (7) is satisfied. The summing index $m$ in (3) is restricted to the quantum numbers $\lambda_{f-1} \cdots \lambda_{f_{1}+1}$. Furthermore, according to the Schur lemma, the TC is independent of $m_{1}$. Thus the label $m_{1}$ in the TC is redundant in the sense that the TC differing only in $m_{1}$ have identical values. How-
ever, it is better to retain this redundant label so that the summing index $m$ in (3) can again be viewed as free.

As we said, each term on the rhs of (3) is already an irreducible basis of $S_{f}$ and $S_{f_{1}}$; consequently, to find the TC, we merely need to diagonalize the CSCO-II of $S_{f_{2}}$ in the Yamanouchi basis $\left.\left.\right|_{m} ^{[\nu]}\right\rangle$ with fixed $\left[v_{1}\right] m_{1}$.

$$
\begin{align*}
& \sum_{m^{\prime}}\left[\left(\begin{array}{c|c}
{[v]} \\
m & C^{\prime}\left(f_{2}\right) \\
C^{\prime}\left(\begin{array}{c}
S_{2}
\end{array}\right)
\end{array}\left|\begin{array}{c}
v] \\
m^{\prime}
\end{array}\right\rangle-\binom{v_{2}}{m_{2}} \delta_{m m^{\prime}}\right]\right. \\
& \left\langle\begin{array}{c}
{[v]} \\
m^{\prime}
\end{array}\right| \begin{array}{c}
\left.[v], \begin{array}{c}
\tau\left[v_{1}\right]\left[v_{2}\right] \\
m_{1} m_{2}
\end{array}\right\rangle=0 . . . ~ . ~ . ~
\end{array} \tag{8}
\end{align*}
$$

For fixed [ $v$ ] and [ $v_{1}$ ] $m_{1}$, there are $h_{v} / h_{v_{1}}$ different Yamanouchi basis vectors $\left|\begin{array}{c}{[v]} \\ m\end{array}\right\rangle, h_{v}$ and $h_{v_{1}}$ being the dimensions of the irreps [ $v$ ] and [ $v_{1}$ ]. Thus the index $m^{\prime}$ in (8) only takes $h_{v} / h_{v_{1}}$ possible values. In practical calculation, $m_{1}$ can be chosen arbitrarily, for example, $m_{1}=1$ (the first component).

In Ref. 13 it was pointed out that, for computer calculation, it is more convenient to choose a single operator

$$
\begin{equation*}
M=\sum_{i=2}^{f_{2}} k_{i} C^{\prime}(i) \tag{9}
\end{equation*}
$$

as the CSCO-II of $S_{f_{2}}$, where the $k_{i}$ are coefficients appropriately chosen. For example, we may choose $k_{i}=i+7$. The eigenvalues $\lambda$ of $M$ and $\left(v_{2}, m_{2}\right)$ have a one-to-one correspondence for $S_{2}-S_{7}$ :

$$
\begin{equation*}
\lambda=\sum_{i=2}^{f_{2}}(i+7) \lambda_{i} \leftrightarrow\left(v_{2} m_{2}\right) . \tag{10}
\end{equation*}
$$

The set of eigenequations (8) can be replaced by a single eigenequation,

$$
\begin{align*}
& \sum_{m}\left[\begin{array}{c}
{[v]} \\
m
\end{array}|M| \begin{array}{c}
{[v]} \\
m^{\prime}
\end{array}\right\rangle \\
& \left.\quad-\lambda \delta_{m m^{\prime}}\right]\left\langle\left.\begin{array}{c}
{[v]} \\
m^{\prime}
\end{array} \right\rvert\,[v], \begin{array}{c}
\tau\left[v_{1}\right]\left[v_{2}\right] \\
m_{1} m_{2}
\end{array}\right\rangle=0 . \tag{11}
\end{align*}
$$

The matrix elements of $M$ can be calculated easily by using the Yamanouchi irreducible matrix elements. ${ }^{16}$ In solving the eigenequation, if the eigenvalue $\lambda$ [or, correspondingly, $\left.\left(v_{2}, m_{2}\right)\right]$ has $d$-fold degeneracy, then $\left\{v_{1} v_{2} v\right\}=d$. For this eigenvalue $\lambda$ we have $d$ linearly independent eigenvectors which can be chosen orthogonal with respect to the multiplicity labels $\tau$ as shown in (4).

In order that the basis vectors

$$
\left|[v], \begin{array}{c}
\tau\left[v_{1}\right]\left[v_{2}\right] \\
m_{1} m_{2}
\end{array}\right\rangle
$$

with different $m_{2}$ have the correct, i.e., the Yamanouchi, relative phases, we use the technique given in Ref. 13. Equation (59b) in Ref. 13 now takes the following form:

$$
\begin{align*}
& \left|[v], \begin{array}{c}
\tau\left[v_{1}\right]\left[v_{2}\right] \\
m_{1} m_{2}^{\prime}
\end{array}\right\rangle \\
& \quad=\frac{1}{D_{m_{2}^{\prime} m_{2}}^{\left[v_{2}\right]}\left(T_{2}\right)}\left[T_{2}^{\prime}-D_{m_{2} m_{2}}^{\left[v_{2}\right]}\left(T_{2}\right)\right]\left|[v], \begin{array}{c}
\tau\left[v_{1}\right]\left[v_{2}\right] \\
m_{1} m_{2}
\end{array}\right\rangle, \tag{12}
\end{align*}
$$

where

$$
\begin{align*}
& T_{2}^{\prime}=(i, i+1) \in S_{f_{2}}\left(f_{1}+1 \cdots f\right) \\
& T_{2}=\left(i-f_{1}, i-f_{1}+1\right) \in S_{f_{2}}\left(12 \cdots f_{2}\right) . \tag{13}
\end{align*}
$$

From (13) we have

$$
\begin{align*}
\left\langle\begin{array}{c}
{[v]} \\
m^{\prime}
\end{array}\right| & {\left.[v], \begin{array}{c}
\tau\left[v_{1}\right]\left[v_{2}\right] \\
m_{1} m_{2}^{\prime}
\end{array}\right\rangle } \\
& =\frac{1}{D_{m_{2}^{\prime} m_{2}}^{\left[v_{2}\right]}\left(T_{2}\right)} \sum_{m}\left[D_{m^{\prime} m}^{[v]}\left(T_{2}^{\prime}\right)-D_{m_{2} m_{2}}^{\left[v_{2}\right]}\left(T_{2}\right) \delta_{m m^{\prime}}\right] \\
& \left.\times\left\langle\begin{array}{c}
{[v]} \\
m
\end{array}\right|[v], \begin{array}{c}
\tau\left[v_{1}\right]\left[v_{2}\right] \\
m_{1} m_{2}
\end{array}\right) . \tag{14}
\end{align*}
$$

Therefore, for any irrep [ $\nu_{2}$ ] one only needs to find $\left\{\nu_{1} \nu_{2} v\right\}$ orthogonal eigenvectors of (8) or (11) corresponding to a par-
ticular $m_{2}$. By choosing appropriate adjacent permutation $(i, i+1),{ }^{13}$ from (14) we can get all the other components $m_{2}^{\prime}$ successively. We remove all sign arbitrariness by requiring the absolute phase convention that the first nonvanishing coefficient of a nonstandard basis vector (3) (where the Yamanouchi basis vectors are enumerated in decreasing page order ${ }^{16}$ ) with $m_{2}=1$ be positive.

## III. APPLICATION OF THE TRANSFORMATION COEFFICIENT

## A. Calculation of Racah coefficients and $9 v$ coefficients of $\mathrm{SU}(n)$

Kramer ${ }^{5}$ showed that the Racah coefficients of the group $\mathrm{SU}(n)$ can be expressed in terms of the TC

$$
\begin{align*}
& U\left(v_{1} v_{2} v v_{3} ;\left.v_{12} v_{23}\right|_{\tau_{2,3} \tau^{\prime}} ^{\tau_{12} \tau}\right. \\
& \quad=\sum_{m_{12} m_{23} m}^{\prime}\left\langle\left.\begin{array}{c}
{[v]} \\
m
\end{array} \right\rvert\,[v], \begin{array}{c}
\tau\left[v_{12}\right]\left[v_{3}\right] \\
m_{12} m_{3}
\end{array}\right\rangle\left\langle\begin{array}{c}
{\left[v_{12}\right]} \\
m_{12}
\end{array}\right|\left[\begin{array}{c}
\left.v_{12}\right], \\
\tau_{12}\left[v_{1}\right]\left[v_{2}\right] \\
m_{1} m_{2}
\end{array}\right\rangle\left\langle\left.\begin{array}{c}
{[v]} \\
m
\end{array} \right\rvert\,[v], \begin{array}{c}
\tau\left[v_{1}\right]\left[v_{23}\right] \\
m_{1} m_{23}
\end{array}\right\rangle\left\langle\begin{array}{c}
{\left[v_{23}\right]} \\
m_{23}
\end{array} \left\lvert\, \begin{array}{c}
{\left[v_{23}\right],} \\
\tau_{23}\left[v_{2}\right]\left[v_{3}\right] \\
m_{2} m_{3}
\end{array}\right.\right\rangle . \tag{15}
\end{align*}
$$

The sum is carried out with fixed $m_{1}, m_{2}$, and $m_{3}$. In practical calculation we may set $m_{1}=m_{2}=m_{3}=1$. Similarly, the $9 v$ coefficient of $\mathrm{SU}_{n}$ can be expressed as

$$
\begin{aligned}
& \left(\begin{array}{ccc}
v_{1} & v_{2} & v_{12} \\
v_{3} & v_{4} & v_{34} \\
v_{13} & v_{24} & v
\end{array}\right)_{\tau_{13} \tau_{24} \tau^{*}}^{\tau_{12} \tau_{34} \tau} \\
& =\sum_{\substack{m_{12} m_{3} m \\
m_{13} m_{24} m^{\prime}}} D_{m m^{\prime}}^{[v]}(P)\left\langle\left.\begin{array}{c}
{[v]} \\
m
\end{array} \right\rvert\,[v], \begin{array}{c}
\tau\left[v_{12}\right]\left[v_{34}\right] \\
m_{12} m_{34}
\end{array}\right\rangle
\end{aligned}
$$

$$
\begin{align*}
& \times\left\langle\begin{array}{c}
{\left[v_{13}\right]} \\
m_{13}
\end{array}\right|\left[\begin{array}{c}
\left.\left.v_{13}\right], \begin{array}{c}
\tau_{13}\left[v_{1}\right]\left[v_{3}\right] \\
m_{1} m_{3}
\end{array}\right\rangle\left\langle\begin{array}{c}
{\left[v_{24}\right]} \\
m_{24}
\end{array}\right|\left[\begin{array}{c}
{\left[v_{24}\right],} \\
\tau_{24}\left[v_{2}\right]\left[v_{4}\right] \\
m_{2} m_{4}
\end{array}\right\rangle, ~
\end{array}\right. \tag{16}
\end{align*}
$$

where the sum is carried out under fixed $m_{1}, m_{2}, m_{3}$, and $m_{4}$, and the permutation $P$ is

$$
\begin{equation*}
P=\binom{f_{1}+1, f_{1}+2, \ldots, f_{12}, f_{12}+1, \ldots, f_{123}}{f_{12}+1, f_{12}+2, \ldots, f_{123}, f_{1}+1, \ldots, f_{12}}, \tag{17}
\end{equation*}
$$

and $f_{i}$ is the number of boxes in the Young diagram [ $\boldsymbol{v}_{i}$ ], $f_{12}=f_{1}+f_{2}$, and $f_{123}=f_{12}+f_{3}$. Since the TC of permutation groups are independent of $n$, the Racah coefficients and $9 v$ coefficients of $\mathrm{SU}(n)$ do not depend on $n$ explicitly. From the TC we can calculate these coefficients for arbitrary $\mathrm{SU}(n)$ once and for all.

## B. Calculation of the outer-product reduction coefficients

Suppose there are two subsystems with particles $\left(\omega_{1}^{0}\right)=\left(1,2, \ldots, f_{1}\right)$ and $\left(\omega_{2}^{0}\right)=\left(f_{1}+1, \ldots, f_{1}+f_{2}=f\right)$. Suppose $\psi_{m_{1}}^{\nu_{1}}\left(\omega_{1}^{0}\right)$ and $\psi_{m_{2}}^{\nu_{2}}\left(\omega_{2}^{0}\right)$ are two wavefunctions of these two subsystems in some coordinate space, say $x$, which are the Yamanouchi bases of the permutation groups $S_{f_{1}}$ and $S_{f_{2}}$, respectively. Using the so-called outer-product reduction coefficients (ORC) ${ }^{12} C_{\nu_{1} m_{1}, \omega_{1}, v_{2} m_{2} \omega}^{[\nu] \tau_{2}} \equiv C_{\nu_{1}, m_{1}, v_{2} m_{2}, \omega}^{[\nu] \tau, m}$, of the permutation group $S_{f}$, the wavefunction $\Psi_{m}^{[v] \tau}$ of the total sys-
tem with a definite symmetry [ $v] m$ with respect to $S_{f}$ and be constructed as

$$
\begin{equation*}
\Psi_{m}^{[\nu] \tau}\left(\omega^{0}\right)=\sum_{m_{1} m_{2} \omega} C_{v_{1} m_{1}, v_{2} m_{2}, \omega}^{[\nu] \tau, m} \Psi_{m_{1}}^{\left[v_{1}\right]}\left(\omega_{1}\right) \Psi_{m_{2}}^{\left[v_{2}\right]}\left(\omega_{2}\right), \tag{18a}
\end{equation*}
$$

where $\tau=1,2, \ldots,\left\{v_{1}, v_{2} v\right\}$ is the multiplicity label, with the multiplicity $\left\{v_{1} v_{2} v\right\}$ determined by the Littlewood rule, $\left(\omega^{0}\right)=(1,2, \ldots, f)$, and $(\omega)=\left(\omega_{1}, \omega_{2}\right), \omega_{i}$ being the normal order sequences

$$
\begin{align*}
& \left(\omega_{1}\right)=\left(a_{1} a_{2} \cdots a_{f_{1}}\right), \quad\left(\omega_{2}\right)=\left(a_{f_{1}+1} \cdots a_{f}\right), \\
& a_{1}\left\langlea _ { 2 } \left\langle\cdots \left\langle a_{f_{1}}, \quad a_{f_{1}+1}\left\langlea _ { f _ { 1 } + 2 } \left\langle\cdots \left\langle a_{f},\right.\right.\right.\right.\right.\right. \tag{18b}
\end{align*}
$$

$a_{i}$ representing any one of the numbers $1,2, \ldots f$. The ORC are also the coefficients for coupling the irreducible basis of $\mathrm{SU}(m)$ and $\mathrm{SU}(n)$ into the $\mathrm{SU}(m+n) \supset \mathrm{SU}(m) \otimes \mathrm{SU}(n)$ irreducible basis. ${ }^{12}$ In Ref. 12 a method is given for calculating the ORC and systematic tables of ORC for $S_{2}-S_{6}$ are given. Using the TC, we now can find a much simpler way to calculate the ORC.

Using the left coset decomposition with respect to the subgroup $S_{f_{1}} \otimes S_{f_{2}}$, the permutation operator $R$ of $S_{f}$ can be
written as

$$
\begin{equation*}
R=\binom{\omega_{0}}{\omega} P_{1} P_{2}=Q_{\omega} P_{1} P_{2} \tag{19}
\end{equation*}
$$

where $P_{1} \in S_{f_{1}}, P_{2} \in S_{f_{2}}$, and $Q_{\omega}=\binom{\omega_{0}}{\omega}$ is a permutation operator which brings the natural order sequence $\left(\omega^{0}\right)=(1,2, \ldots, f)$
into the normal order sequence $(\omega)=\left(\omega_{1}, \omega_{2}\right)$.
Introducing the projection operators

$$
\stackrel{P}{P}_{m_{i}}^{\left[v_{i}\right] m_{i}^{\prime}}=\left(\frac{h_{\nu_{i}}}{f_{i}!}\right)^{1 / 2} \sum_{a=1}^{f_{i}}\left(\begin{array}{c}
{\left[v_{i}\right]}  \tag{20}\\
m_{i}
\end{array}\left|R_{a}\right| \begin{array}{c}
{\left[v_{i}\right]} \\
m_{i}^{\prime}
\end{array}\right\rangle R_{a}
$$

$$
\stackrel{\circ}{P}_{m}^{[v], \tau\left[v_{1}\right] m_{1}^{\prime}\left[v_{2}\right]^{\prime}}=\left(\frac{h_{v}}{f!}\right)^{1 / 2} \sum_{Q_{\omega} P_{1} P_{2}}\left(\begin{array}{c}
{[v]}  \tag{21}\\
m
\end{array}\left|Q_{\omega} P_{1} P_{2}\right|[v], \begin{array}{c}
\tau\left[v_{1}\right]\left[v_{2}\right] \\
m_{1}^{\prime} m_{2}^{\prime}
\end{array}\right\rangle Q_{\omega} P_{1} P_{2},
$$

it is easy to show that
$\left.\stackrel{\circ}{P}_{m}^{[v], \tau\left[v_{1}\right]^{m_{1}^{\prime}}\left[v_{2}\right]^{m_{2}^{\prime}}}=\left(\frac{h_{v}}{h_{v_{1}} h_{v_{2}}}\right)^{1 / 2}\left(\frac{f_{1}!f_{2}!}{f!}\right)^{1 / 2} \sum_{m_{1} m_{2} Q_{\omega}}\left\langle\begin{array}{c}{[v]} \\ m\end{array}\right| Q_{\omega} \right\rvert\,\left[\begin{array}{c}\left.[v], \begin{array}{c}\tau\left[v_{1}\right]\left[v_{2}\right] \\ m_{1} m_{2}\end{array}\right\rangle Q_{\omega} \stackrel{\circ}{P}_{m_{1}}^{\left[v_{1}\right] m_{1}^{\prime} \stackrel{\circ}{P}}{ }_{m_{2}}^{\left[v_{2}\right] m_{2}^{\prime}} .\end{array}\right.$
Applying (21) to an $f$-particle product state $\left|\Phi_{0}\right\rangle=\left|i_{1} i_{2} \cdots i_{f}\right\rangle$ with $f$ different single particle states $i_{1} i_{2} \cdots i_{f}$ yields

$$
\begin{align*}
\Psi_{m}^{[v] \tau^{\prime}} & =\stackrel{\circ}{P}{ }_{m}^{[v], \tau\left[v_{1}\right] m_{1}^{\prime}\left[v_{2}\right] m_{2}^{\prime}}\left|\Phi_{0}\right\rangle \\
& =\left(\frac{h_{v}}{h_{v_{1}} h_{v_{2}}}\right)^{1 / 2}\left(\frac{f_{1}!f_{2}!}{f!}\right)^{1 / 2} \sum_{m_{1} m_{2} \omega}\left(\begin{array}{c}
{[v]} \\
m
\end{array}\left|Q_{\omega}\right|[v], \begin{array}{c}
\tau\left[v_{1}\right]\left[v_{2}\right] \\
m_{1} m_{2}
\end{array}\right) \psi_{m_{1}}^{\left[v_{1}\right]}\left(\omega_{1}\right) \psi_{m_{2}}^{\left[v_{2}\right]}\left(\omega_{2}\right) . \tag{23}
\end{align*}
$$

Similar expressions were given by Kaplan ${ }^{2}$ and Kramer. ${ }^{4}$ The label $\tau^{\prime}$ in the lhs of (23) is used to distinguish the different linearly independent functions resulting from using different superscripts in the projection operator (21). We can choose $\tau^{\prime}=\tau$, since $\tau^{\prime}$ and $\tau$ have the same range and the choice of the additional label $\tau^{\prime}$ is arbitrary. Comparing (23) with (18a), we get a new expression for the ORC,

$$
C_{\nu_{1} m_{1}, v_{2} m_{2}, \omega}^{(v|l|, \omega}
$$

$$
\begin{align*}
= & \left(\frac{h_{v}}{h_{v_{1}} h_{v_{2}}}\right)^{1 / 2}\left(\frac{f_{1}!f_{2}!}{f!}\right)^{1 / 2}\left\langle\begin{array}{c}
{[v]} \\
m
\end{array}\right| Q_{\omega}\left|[v], \begin{array}{c}
\tau\left[v_{1}\right]\left[v_{2}\right] \\
m_{1} m_{2}
\end{array}\right\rangle  \tag{24a}\\
= & \left(\frac{h_{v}}{h_{v 1} h_{v_{2}}}\right)^{1 / 2}\left(\frac{f_{1}!f_{2}!}{f!}\right)^{1 / 2} \sum_{m^{\prime}} D_{m m^{\prime}}^{[v]}\left(Q_{\omega}\right) \\
& \left\langle\begin{array}{c}
{[v]} \\
m^{\prime}
\end{array} \left\lvert\, \begin{array}{c}
{[v],} \\
m_{1} m_{2}
\end{array}\right.\right\rangle . \tag{24b}
\end{align*}
$$

With the known TC and the Yamanouchi matrix element $D_{m m^{\prime}}^{[\nu]}$, it is easy to calculate the ORC from (24b).

Setting $Q_{\omega}=e$ (identity, we have


## C. Calculation of the transformation coefficients from the $\operatorname{SU}(m+n)$ Gel'fand basis to the $\mathbf{S U}(m+n) \supset \mathbf{S U}(m) \otimes \mathbf{S U}(n)$ irreducible basis

The transformation coefficients between the Gel'fand basis $\left\lvert\, \begin{aligned} & {\left[\frac{i p}{W}\right\rangle}\end{aligned}\right.$ of $\mathrm{SU}(m+n)$ and the $\mathrm{SU}(m+n) \supset \mathrm{SU}(m) \otimes \mathrm{SU}(n)$ irreducible basis

$$
\left|[v], \begin{array}{c}
\tau\left[v_{1}\right]\left[v_{2}\right] \\
W_{1} W_{2}
\end{array}\right\rangle
$$

are defined by the following expansion:

$$
\left.\left|\left[\begin{array}{c}
\tau\left[v_{1}\right]\left[v_{2}\right]  \tag{26}\\
W_{1} W_{2}
\end{array}\right\rangle=\sum_{W}\right| \begin{array}{c}
{[v]} \\
W
\end{array}\right\rangle\left\langle\begin{array}{c}
{[v]} \\
W
\end{array}\right| \begin{gathered}
\left.\tau[v], \begin{array}{c}
\left.\tau v_{1}\right]\left[v_{2}\right] \\
W_{1} W_{2}
\end{array}\right\rangle, ~ . ~
\end{gathered}
$$

where $W_{1}, W_{2}$, and $W$ are the Weyl tableaux corresponding to the groups $\mathrm{SU}(m), \mathrm{SU}(n)$, and $\mathrm{SU}(m+n)$, respectively, and $\tau$ is the multiplicity label. In Ref. 11(c) it was shown that the coefficients

$$
\left\langle\begin{array}{c}
{[v]} \\
W
\end{array} \left\lvert\, \begin{array}{c}
\tau[v], \\
W_{1} W_{2}
\end{array}\right.\right\rangle
$$

are related to the TC of the permutation group:

$$
\begin{align*}
& \left\langle\begin{array}{c}
{[v]} \\
W
\end{array} \left\lvert\, \begin{array}{c}
{[v],} \\
\tau\left[v_{1}\right]\left[v_{2}\right] \\
W_{1} W_{2}
\end{array}\right.\right\rangle \\
= & \sum_{m}^{\prime} \frac{R^{[v) m}(\bar{\omega})}{R^{\left[v_{1}\right] m_{1}}\left(\bar{\omega}_{1}\right) R^{\left[v_{2}\right] m_{2}}\left(\bar{\omega}_{2}\right)}\left\langle\left.\begin{array}{c}
{[v]} \\
m
\end{array} \right\rvert\,[v], \begin{array}{c}
\tau\left[v_{1}\right]\left[v_{2}\right] \\
m_{1} m_{2}
\end{array}\right\rangle, \tag{27}
\end{align*}
$$

where $R$ are normalization factors,

$$
\begin{align*}
& R^{[v] m}(\bar{\omega})=\left(\langle\bar{\omega}| \sum_{p \in S_{f}} D_{m m}^{[\nu]}(p) p|\bar{\omega}\rangle\right)^{1 / 2},  \tag{28}\\
& R^{\left[v_{i}\right] m_{i}}\left(\bar{\omega}_{i}\right)=\left(\left\langle\bar{\omega}_{i}\right| \sum_{p \in S_{f_{i}}} D_{m_{i} m_{i}}^{\left[v_{i}\right]}(p) p\left|\bar{\omega}_{i}\right\rangle\right)^{1 / 2}, \quad i=1,2
\end{align*}
$$

and $|\bar{\omega}\rangle,\left|\bar{\omega}_{1}\right\rangle$, and $\left|\bar{\omega}_{2}\right\rangle$ are the $f-, f_{1}$-, and $f_{2}$-particle product states, respectively, for example $|\bar{\omega}\rangle=\left|i_{1} i_{2} \cdots i_{j}\right\rangle$. The $D$ are the Yamanouchi matrix elements of the permutation group. The prime in the summation symbol means that the sum over $m$ is under the restriction that when the number $1,2, \ldots, f$ in the Young tableaux $Y_{m}^{[v]}$ are replaced by the single particle state labels $i_{1}, i_{2}, \ldots, i_{f}$, the Young tableaux $Y_{m}^{[\text {[] }}$ must go over to the Weyl tableaux $W$.

Using (27), it is easy to calculate the transformation coefficients of unitary groups, which also do not depend on $m$ and $n$ explicitly.

We know that the unitary group approach pioneered by Moshinsky ${ }^{17}$ for the nuclear many-body problem turns out to be very powerful for the many-electron problem, as developed mainly by Paldus ${ }^{18}$ and Matsen et al..$^{19}$ in the so-called spin-free quantum chemistry. A considerable progress has been made in both the development and actual implementation of the unitary group approach to the large scale ab initio
and semiempirical configuration interaction calculation of correlated electronic wavefunctions of molecules. ${ }^{20}$ However, in the Matsen or Paldus approach, the point-group symmetry of the molecule has not been incorporated. In Ref. 21 many-electron states with definite spin and point-group symmetry are constructed. The transformation coefficients from this symmetry-adapted basis to the Gel'fand basis can

TABLE I.1. The phase factors $\boldsymbol{\Lambda}_{m}^{v}{ }^{v}{ }^{\text {a }}$

${ }^{4}$ We use decreasing page order for the Yamanouchi symbols $\left(r_{f} r_{f-1} \cdots r_{2} r_{1}\right)$.

TABLE I.2. The ordering of the irreps.

|  | $S_{2}$ | $S_{3}$ | $S_{4}$ | $S_{5}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | 12 | 123 | 12345 | 1234567 |
| [ $v$ ] | [2][11] | [3][21][1] | [4][31][22][211][14] | $[5][41][32][311][221]\left[21^{3}\right]\left[1^{5}\right]$ |
| $S_{6}$ |  |  |  |  |
| $1 \begin{array}{llllllllllll}10\end{array}$ |  |  |  |  |
| [ $v$ ] | [6][51][42][411][33][321][31 $\left.{ }^{3}\right]\left[2^{3}\right]\left[2^{2} 1^{2}\right]\left[21^{4}\right]\left[1^{6}\right]$ |  |  |  |

TABLE 1.3. The phase $\epsilon\left(v_{1} v_{2} v\right)$.

| $\left[v_{1}\right]\left[v_{2}\right][\nu]$ | $\epsilon$ | $\left[\nu_{1}\right]\left[\nu_{2}\right][\nu]$ | $\epsilon$ | $\left.{ }^{[1} v_{1}\right]\left[\nu_{2}\right][\nu]$ | $\epsilon$ | $\left[v_{1}\right]\left[v_{2}\right][v]$ | $\epsilon$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [1][3][31] | $+$ | [1][5][51] | + | [2][22][42] | + | [11][31][411] | - |
| [1][21] | + | [1][41] | + | [3][3] | + | [3][21] | - |
| [1][4][41] | - | [2][4] | - | [3][21] | - | [3][13] | + |
| [1][31] | $+$ | [2][31] | $+$ | [21][3] | + | [21][3] | $+$ |
| [2][3] | + | [3][3] | $+$ | [21][21] | $+$ | [21][21] | + |
| [2][21] | $+$ | [3][21] | + | [1][41][411] | - | [1][32][33] | $+$ |
| [1][31][32] | $+$ | [1][41][42] | - | [1][311] | + | [2][31] | - |
| [1][22] | $+$ | [1][32] | + | [2][31] | $+$ | [21][21] | + |
| [2][3] | + | [2][4] | + | [2][221] | + |  |  |
| [2][21] | - | [2][31] | + | [11][4] | $+$ |  |  |

be easily evaluated from the Clebsch-Gordan coefficients of the point group and the transformation coefficients of unitary groups. Therefore, the transformation coefficients from the $\mathrm{SU}(m+n) \supset \mathrm{SU}(m) \otimes \mathrm{SU}(n)$ basis to the $\mathrm{SU}(m+n)$ Gel'fand basis may have important application in quantum chemistry.

Other applications of the TC of the permutation group can be found in Refs. 2 and 4-9.

## IV. THE TABLES OF THE TC

The TC for $f_{2}=1$ are trivial:

$$
\begin{array}{rlrl}
\left\langle\begin{array}{c}
{[v]} \\
m
\end{array}\right|[v] & \left.\begin{array}{c}
{\left[v_{1}\right][1]} \\
m_{1}
\end{array}\right\rangle & =1 & \text { if } m\left[v_{1}\right] m_{1} \\
& =0 & \text { otherwise }
\end{array}
$$

TABLE II.1. Group $S_{4}$, irrep [31], $f_{1}=1, f_{2}=3$.

| Standard basis vectors |  |  |  |  |  |  |  | 1 |
| :--- | ---: | :--- | :--- | :--- | ---: | ---: | ---: | ---: |
|  |  |  | 2 | 3 |  |  |  |  |
| 1 | $m_{1}$ | $v_{2}$ | $m_{2}$ | $\tau$ | Com. den. |  |  |  |
| 1 | 1 | 1 | 1 | 1 | 9 |  |  |  |
| 1 | 1 | 2 | 1 | 1 | 36 | 32 | -1 | -3 |

TABLE 1I.2. Group $S_{4}$, irrep [22], $f_{1}=1, f_{2}=3$.

|  | Standard basis vectors |  |  |  |  | 1 | 2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{1}$ | $m_{1}$ | $\nu_{2}$ | $m_{2}$ | $\tau$ | Com. den. |  |  |
| 1 | 1 | 2 | 1 | 1 | 4 | 1 | 3 |
| 1 | 1 | 2 | 2 | 1 | 4 | 3 | $-1$ |

TABLE II.3. Group $S_{5}$, irrep [41], $f_{1}=1, f_{2}=4$.

| Standard basis vectors |  |  |  |  |  |  |  |  | 1 |
| :--- | :--- | :--- | :--- | :--- | ---: | ---: | ---: | ---: | ---: |
| $v_{1}$ | $m_{1}$ | $v_{2}$ | $m_{2}$ | $\tau$ | Com. den. |  |  |  |  |
| 1 | 1 | 1 | 1 | 1 | 48 | 3 | 3 | 4 |  |
| 1 | 1 | 2 | 1 | 1 | 144 | 135 | -1 | -2 | -6 |
| 1 | 1 | 2 | 2 | 1 | 36 | 0 | 32 | -1 | -3 |
| 1 | 1 | 2 | 3 | 1 | 4 | 0 | 0 | 3 | -1 |

The TC for $f_{2}=2$ can be calculated by a simple formula ${ }^{1,2}$ and therefore are left out of the tables. Due to the symmetry of the TC under conjugation ${ }^{4,22}$

$$
\begin{align*}
\left\langle\begin{array}{c}
{[\tilde{\boldsymbol{v}}]} \\
\tilde{m}
\end{array} \left\lvert\, \begin{array}{c}
{[\tilde{v}],} \\
\tau\left[\tilde{v}_{1}\right]\left[\tilde{v}_{2}\right] \\
\tilde{m}_{1} \tilde{m}_{2}
\end{array}\right.\right\rangle \\
\quad=\epsilon\left(v_{1} v_{2} v_{\tau}\right) \Lambda_{m}^{v} \Lambda_{m_{1}}^{\nu_{1}} \Lambda_{m_{2}}^{v_{2}}\left\langle\left.\begin{array}{c}
{[v]} \\
m
\end{array} \right\rvert\,[v], \begin{array}{c}
\tau\left[v_{1}\right]\left[v_{2}\right] \\
m_{1} m_{2}
\end{array}\right\rangle \tag{29a}
\end{align*}
$$

when $\left[v_{1}\right],\left[v_{2}\right]$, and [ $v$ ] are not simultaneously self-conjugate, [ $\tilde{v}] \tilde{m}$ is the conjugate tableau of $[v] m, \Lambda$ 's are phases ${ }^{16}$ which we tabulate in Table I. 1, and $\epsilon\left(v_{1} v_{2} v_{\tau}=\epsilon\right.$ is a phase. According to the absolute phase convention, we have
$\epsilon=\left.\operatorname{sgn}\left(\Lambda_{m}^{v} \Lambda_{m_{1}}^{v_{1}} \Lambda_{h_{\nu_{2}}}^{v_{2}}\left(\left.\begin{array}{c}{[v]} \\ m\end{array} \right\rvert\,[v], \begin{array}{c}\tau\left[v_{1}\right]\left[v_{2}\right] \\ m_{1} m_{2}\end{array}\right)\right)\right|_{m=\max }$.

TABLE II.4. Group $S_{5}$, irrep [41], $f_{1}=2, f_{2}=3$.

| Standard basis vectors |  |  |  |  |  |  |  |  | 1 |
| :--- | :--- | :--- | :--- | :--- | ---: | ---: | ---: | ---: | ---: |
| $v_{1}$ | $m_{1}$ | $v_{2}$ | $m_{2}$ | $\tau$ | Com. den. |  |  |  |  |
| 1 | 1 | 1 | 1 | 1 | 18 | 3 | 4 |  |  |
| 1 | 1 | 2 | 1 | 1 | 18 | 3 | 5 | 10 | 0 |
| 1 | 1 | 2 | 2 | 1 | 3 | 0 | -1 | -2 | 0 |
| 2 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 1 |

TABLE II.5. Group $S_{5}$, irrep [32], $f_{1}=1, f_{2}=4$.

| Standard basis vectors |  |  |  |  |  |  |  |  | 1 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $v_{1}$ | $m_{1}$ | $v_{2}$ | $m_{2}$ | $\tau$ | Com. den. | 2 | 3 | 4 | 5 |
| 1 | 1 | 2 | 1 | 1 | 9 | 1 | 2 | 6 | 0 |
| 1 | 1 | 2 | 2 | 1 | 144 | 32 | -1 | -3 | 27 |
| 1 | 1 | 2 | 3 | 1 | 16 | 0 | 3 | -1 | 9 |
| 1 | 1 | 3 | 1 | 1 | 48 | 32 | -1 | -3 | -3 |
| 1 | 1 | 3 | 2 | 1 | 16 | 0 | 9 | -3 | -3 |

TABLE 1I.6. Group $S_{5}$, irrep [32], $f_{1}=2, f_{2}=3$.

| Standard basis vectors |  |  |  |  |  |  |  |  | 1 | 2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $v_{1}$ | $m_{1}$ | $v_{2}$ | $m_{2}$ | $\tau$ | Com. den. |  |  | 4 | 5 |  |
| 1 | 1 | 1 | 1 | 1 | 9 |  | 1 | 2 | 0 | 6 |
| 1 | 1 | 2 | 1 | 1 | 9 | 2 | 4 | 0 | -3 | 0 |
| 1 | 1 | 2 | 2 | 1 | 3 | 2 | -1 | 0 | 0 | 0 |
| 2 | 1 | 2 | 1 | 1 | 1 | 0 | 0 | 1 | 0 | 0 |
| 2 | 1 | 2 | 2 | 1 | 1 | 0 | 0 | 0 | 0 | 1 |

TABLE II.7. Group $S_{5}$, irrep [311], $f_{1}=1, f_{2}=4$.

| Standard basis vectors |  |  |  |  |  | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{1}$ | $m_{1}$ | $\nu_{2}$ | $m_{2}$ | $\tau$ | Com. den. |  |  |  |  |  |  |
| 1 | 1 | 2 | 1 | 1 | 9 | 1 | 2 | 6 | 0 | 0 | 0 |
| 1 | 1 | 2 | 2 | 1 | 576 | - 32 | 1 | 3 | 135 | 405 | 0 |
| 1 | 1 | 2 | 3 | 1 | 192 | 0 | -9 | 3 | - 15 | 5 | 160 |
| 1 | 1 | 4 | 1 | 1 | 192 | 160 | -5 | -15 | 3 | 9 | 0 |
| 1 | 1 | 4 | 2 | 1 | 576 | 0 | 405 | $-135$ | -3 | 1 | 32 |
| 1 | 1 | 4 | 3 | 1 | 9 | 0 | 0 | 0 | 6 | -2 | 1 |

TABLE II.8. Group $S_{5}$, irrep [311], $f_{1}=2, f_{2}=3$.

| Standard basis vectors |  |  |  |  |  | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\nu_{1}$ | $m_{1}$ | $v_{2}$ | $m_{2}$ | $\tau$ | Com. den. |  |  |  |  |  |  |
| 1 | 1 | 2 | 1 | 1 | 3 | 1 | 2 | 0 | 0 | 0 | 0 |
| 1 | 1 | 2 | 2 | 1 | 18 | -2 | 1 | 0 | 15 | 0 | 0 |
| 1 | 1 | 3 | 1 | 1 | 18 | 10 | -5 | 0 | 3 | 0 | 0 |
| 2 | 1 | 1 | 1 | 1 | 18 | 0 | 0 | 3 | 0 | 5 | 10 |
| 2 | 1 | 2 | 1 | 1 | 18 | 0 | 0 | 15 | 0 | -1 | -2 |
| 2 | 1 | 2 | 2 | 1 | 3 | 0 | 0 | 0 | 0 | 2 | $-1$ |

TABLE II.9. Group $S_{6}$, irrep [51], $f_{1}=1, f_{2}=5$.

| Standard basis vectors |  |  |  |  |  | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{1}$ | $m_{1}$ | $v_{2}$ | $m_{2}$ | $\tau$ | Com. den. |  |  |  |  |  |
| 1 | 1 | 1 | 1 | 1 | 50 | 2 | 3 | 5 | 10 | 30 |
| 1 | 1 | 2 | 1 | 1 | 1200 | 1152 | -3 | -5 | $-10$ | -30 |
| 1 | 1 | 2 | 2 | 1 | 144 | 0 | 135 | -1 | -2 | -6 |
| 1 | 1 | 2 | 3 | 1 | 36 | 0 | 0 | 32 | -1 | -3 |
| 1 | 1 | 2 | 4 | 1 | 4 | 0 | 0 | 0 | 3 | -1 |

TABLE II.10. Group $S_{6}$, irrep [51], $f_{1}=2, f_{2}=4$.

| Standard basis vectors |  |  |  |  |  | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\nu_{1}$ | $m_{1}$ | $v_{2}$ | $m_{2}$ | $\tau$ | Com. den. |  |  |  |  |  |
| 1 | 1 | 1 | 1 | 1 | 20 | 2 | 3 | 5 | 10 | 0 |
| 1 | 1 | 2 | 1 | 1 | 180 | 162 | -3 | - 5 | - 10 | 0 |
| 1 | 1 | 2 | 2 | 1 | 18 | 0 | 15 | -1 | -2 | 0 |
| 1 | 1 | 2 | 3 | 1 | 3 | 0 | 0 | 2 | $-1$ | 0 |
| 2 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 1 |

TABLE II.11. Group $S_{6}$, irrep [51], $f_{1}=3, f_{2}=3$.

|  | Standard basis vectors |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | ---: | ---: | ---: |
| $\boldsymbol{v}_{1}$ | $m_{1}$ | $v_{2}$ | $m_{2}$ | $\tau$ | Com. den. | 2 | 3 | 4 |
| 1 | 1 | 1 | 1 | 1 | 10 | 2 | 3 | 5 |
| 1 | 1 | 2 | 1 | 1 | 40 | 32 | -3 | -5 |
| 1 | 1 | 2 | 2 | 1 | 8 | 0 | 5 | -3 |
| 2 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 |

TABLE II. 12. Group $S_{6}$, irrep [42], $f_{1}=1, f_{2}=5$.

| Standard basis vectors |  |  |  |  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{1}$ | $m_{1}$ | $v_{2}$ | $m_{2}$ | $\tau$ | Com. |  |  |  |  |  |  |  |  |  |
| 1 | 1 | 2 | 1 | 1 | 48 | 3 | 5 | 10 | 30 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 2 | 2 | 1 | 1296 | 135 | -1 | -2 | $-6$ | 128 | 256 | 768 | 0 | 0 |
| 1 | 1 | 2 | 3 | 1 | 324 | 0 | 32 | -1 | -3 | 64 | -2 | -6 | 54 | 162 |
| 1 | 1 | 2 | 4 | 1 | 36 | 0 | 0 | 3 | -1 | 0 | 6 | - 2 | 18 | -6 |
| 1 | 1 | 3 | 1 | 1 | 162 | 135 | -1 | -2 | -6 | -2 | -4 | - 12 | 0 | 0 |
| 1 | 1 | 3 | 2 | 1 | 1296 | 0 | 1024 | - 32 | -96 | - 32 | 1 | 3 | - 27 | -81 |
| 1 | 1 | 3 | 3 | 1 | 144 | 0 | 0 | 96 | -32 | 0 | - 3 | 1 | -9 | 3 |
| 1 | 1 | 3 | 4 | 1 | 48 | 0 | 0 | 0 | 0 | 32 | $-1$ | -3 | -3 | $-9$ |
| 1 | 1 | 3 | 5 | 1 | 16 | 0 | 0 | 0 | 0 | 0 | 9 | -3 | -3 | 1 |

TABLE II. 13. Group $S_{6}$, irrep [42], $f_{1}=2, f_{2}=4$.

| Standard basis vectors |  |  |  |  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{1}$ | $m_{1}$ | $v_{2}$ | $m_{2}$ | $\tau$ | Com. den. |  |  |  |  |  |  |  |  |  |
| 1 | 1 | 1 | 1 | 1 | 108 | 3 | 5 | 10 | 0 | 10 | 20 | 0 | 60 | 0 |
| 1 | 1 | 2 | 1 | 1 | 108 | 15 | 25 | 50 | 0 | -2 | -4 | 0 | -12 | 0 |
| 1 | 1 | 2 | 2 | 1 | 54 | 15 | -1 | -2 | 0 | 8 | 16 | 0 | - 12 | 0 |
| 1 | 1 | 2 | 3 | 1 | 9 | 0 | 2 | -1 | 0 | 4 | -2 | 0 | 0 | 0 |
| 1 | 1 | 3 | 1 | 1 | 27 | 15 | -1 | -2 | 0 | -2 | -4 | 0 | 3 | 0 |
| 1 | 1 | 3 | 2 | 1 | 9 | 0 | 4 | -2 | 0 | -2 | 1 | 0 | 0 | 0 |
| 1 | 1 | 2 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| 2 | 1 | 2 | 2 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| , | 1 | 2 | 3 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |

TABLE II. 14. Group $S_{6}$, irrep [42], $f_{1}=3, f_{2}=3$.

| Standard basis vectors |  |  |  |  |  | 1 | 2 | 3 | 5 | 6 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{1}$ | $m_{1}$ | $\nu_{2}$ | $m_{2}$ | $\tau$ | Com. den. |  |  |  |  |  |  |
| 1 | 1 | 1 | 1 | 1 | 18 | 3 | 5 | 0 | 10 | 0 | 0 |
| 1 | 1 | 2 | 1 | 1 | 72 | 15 | 25 | 0 | - 32 | 0 | 0 |
| 1 | 1 | 2 | 2 | 1 | 8 | 5 | -3 | 0 | 0 | 0 | 0 |
| 2 | 1 | 1 | 1 | 1 | 9 | 0 | 0 | 1 | 0 | 2 | 6 |
| 2 | 1 | 2 | 1 | 1 | 36 | 0 | 0 | 32 | 0 | -1 | - 3 |
| 2 | 1 | 2 | 2 | 1 | 4 | 0 | 0 | 0 | 0 | 3 | -1 |

TABLE II.15. Group $S_{o}$, irrep [411], $f_{1}=1, f_{2}=5$.

| Standard basis vectors |  |  |  |  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{1}$ | $m_{1}$ | $v_{2}$ | $m_{2}$ | $\tau$ | Com. den. |  |  |  |  |  |  |  |  |  |  |
| 1 | 1 | 2 | 1 | 1 | 48 | 3 | 5 | 10 | 30 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 2 | 2 | 1 | 3600 | $-135$ | 1 | 2 | 6 | 384 | 768 | 2304 | 0 | 0 | 0 |
| 1 | 1 | 2 | 3 | 1 | 1800 | 0 | -64 | 2 | 6 | -96 | 3 | 9 | 405 | 1215 | 0 |
| 1 | 1 | 2 | 4 | 1 | 200 | 0 | 0 | -6 | 2 | 0 | -9 | 3 | -15 | 5 | 160 |
| 1 | 1 | 4 | 1 | 1 | 450 | 405 | -3 | -6 | -18 | 2 | 4 | 12 | 0 | 0 | 0 |
| 1 | 1 | 4 | 2 | 1 | 14400 | 0 | 12288 | -384 | - 1152 | -32 | 1 | 3 | 135 | 405 | 0 |
| 1 | 1 | 4 | 3 | 1 | 4800 | 0 | 0 | 3456 | - 1152 | 0 | -9 | 3 | -15 | 5 | 160 |
| 1 | 1 | 4 | 4 | 1 | 192 | 0 | 0 | 0 | 0 | 160 | -5 | -15 | 3 | 9 | 0 |
| 1 | 1 | 4 | 5 | 1 | 576 | 0 | 0 | 0 | 0 | 0 | 405 | $-135$ | -3 | 1 | 32 |
| 1 | 1 | 4 | 6 | 1 | 9 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 6 | -2 | 1 |

TABLE II.16. Group $S_{6}$, irrep [411], $f_{1}=2, f_{2}=4$.

| Standard basis vectors |  |  |  |  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{1}$ | $m_{1}$ | $v_{2}$ | $m_{2}$ | $\tau$ | Com. den. |  |  |  |  |  |  |  |  |  |  |
| 1 | 1 | 2 | 1 | 1 | 18 | 3 | 5 | 10 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 2 | 2 | 1 | 180 | 15 | 1 | 2 | 0 | 54 | 108 | 0 | 0 | 0 | 0 |
| 1 | 1 | 2 | 3 | 1 | 60 | 0 | -4 | 2 | 0 | -6 | 3 | 0 | 45 | 0 | 0 |
| 1 | 1 | 4 | 1 | 1 | 60 | 45 | -3 | -6 | 0 | 2 | 4 | 0 | 0 | 0 | 0 |
| 1 | 1 | 4 | 2 | 1 | 180 | 0 | 108 | - 54 | 0 | -2 | 1 | 0 | 15 | 0 | 0 |
| 1 | 1 | 4 | 3 | 1 | 18 | 0 | 0 | 0 | 0 | 10 | -5 | 0 | 3 | 0 | 0 |
| 2 | 1 | 1 | 1 | 1 | 20 | 0 | 0 | 0 | 2 | 0 | 0 | 3 | 0 | 5 | 10 |
| 2 | 1 | 2 | 1 | 1 | 180 | 0 | 0 | 0 | 162 | 0 | 0 | -3 | 0 | -5 | $-10$ |
| 2 | 1 | 2 | 2 | 1 | 18 | 0 | 0 | 0 | 0 | 0 | 0 | 15 | 0 | -1 | -2 |
| 2 | 1 | 2 | 3 | 1 | 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | -1 |

TABLE II.17. Group $S_{6}$, irrep [411], $f_{1}=3, f_{2}=3$.

| Standard basis vectors |  |  |  |  |  | 1 | 2 | 3 | 5 | 6 | 8 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{1}$ | $m_{1}$ | $v_{2}$ | $m_{2}$ | $\tau$ | Com. den. |  |  |  |  |  |  |  |
| 1 | 1 | 2 | 1 | 1 | 8 | 3 | 5 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 2 | 2 | 1 | 40 | -5 | 3 | 0 | 32 | 0 | 0 | 0 |
| 1 | 1 | 3 | 1 | 1 | 10 | 5 | $-3$ | 0 | 2 | 0 | 0 | 0 |
| 2 | 1 | 1 | 1 | 1 | 10 | 0 | 0 | 2 | 0 | 3 | 0 | 0 |
| 2 | 1 | 2 | 1 | 1 | 40 | 0 | 0 | 32 | 0 | -3 | -5 | 0 |
| 2 | 1 | 2 | 2 | 1 | 8 | 0 | 0 | 0 | 0 | 5 | $-3$ | 0 |
| 3 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |

TABLE II.18. Group $S_{6}$, irrep [33], $f_{1}=1, f_{2}=5$.

| Standard basis vectors |  |  |  |  |  |  |  |  |  |
| :--- | ---: | :--- | :--- | :--- | ---: | ---: | ---: | ---: | ---: |
| $v_{1}$ | $m_{1}$ | $v_{2}$ | $m_{2}$ | $\tau$ | Com. den. | 2 | 3 | 4 | 5 |
| 1 | 1 | 3 | 1 | 1 | 9 | 1 | 2 | 6 | 0 |
| 1 | 1 | 3 | 2 | 1 | 144 | $32-1$ | -3 | 27 | 81 |
| 1 | 1 | 3 | 3 | 1 | 16 | 0 | 3 | -1 | 9 |
| 1 | 1 | 3 | 4 | 1 | 48 | 32 | -1 | -3 | -3 |
| 1 | 1 | 3 | 5 | 1 | 16 | 0 | 9 | -3 | -3 |

TABLE II.20. Group $S_{6}$, irrep [33], $f_{1}=3, f_{2}=3$.

| Standard basis vectors |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  |  |  |  |
| $v_{1}$ | $m_{1}$ | $v_{2}$ | $m_{2}$ | $\tau$ | Com. den. | 1 | 2 | 4 |
| 1 | 1 | 1 | 1 | 1 | 1 |  | 1 | 0 |
| 2 | 1 | 2 | 1 | 1 | 4 | 0 |  |  |
| 2 | 1 | 2 | 2 | 1 | 4 | 0 | 1 | 3 |

TABLE II.19. Group $S_{6}$, irrep [33], $f_{1}=2, f_{2}=4$.

| Standard basis vectors |  |  |  |  |  | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\nu_{1}$ | $m_{1}$ | $\boldsymbol{v}_{2}$ | $m_{2}$ | $\tau$ | Com. den. |  |  |  |  |  |
| 1 | 1 | 2 | 1 | 1 | 9 | 1 | 2 | 0 | 6 | 0 |
| 1 | 1 | 2 | 2 | 1 | 9 | 2 | 4 | 0 | -3 | 0 |
| 1 | 1 | 2 | 3 | 1 | 3 | 2 | $-1$ | 0 | 0 | 0 |
| 2 | 1 | 3 | 1 | 1 | 1 | 0 | 0 | 1 | 0 | 0 |
| 2 | 1 | 3 | 2 | 1 | 1 | 0 | 0 | 0 | 0 | 1 |

TABLE II.21. Group $S_{6}$, irrep [321], $f_{1}=1, f_{2}=5$.

| Standard basis vectors |  |  |  |  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{1}$ | $m_{1}$ | $v_{2}$ | $m_{2}$ | $\tau$ | Com. den. |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 1 | 3 | 1 | 1 | 36 | 1 | 2 | 6 | 0 | 0 | 3 | 6 | 18 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 3 | 2 | 1 | 2304 | 128 | -4 | - 12 | 108 | 324 | -96 | 3 | 9 | 405 | 1215 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 3 | 3 | 1 | 256 | 0 | 12 | -4 | 36 | -12 | 0 | -9 | 3 | - 15 | 5 | 160 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 3 | 4 | 1 | 768 | -32 | 1 | 3 | 3 | 9 | 0 | 0 | 0 | 0 | 0 | 0 | 45 | 135 | 135 | 405 | 0 |
| 1 | 1 | 3 | 5 | 1 | 256 | 0 | $-9$ | 3 | 3 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 45 | -15 | -15 | 5 | 160 |
| 1 | 1 | 4 | 1 | 1 | 36 | 3 | 6 | 18 | 0 | 0 | -1 | -2 | -6 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 4 | 2 | 1 | 2304 | 384 | -12 | -36 | 324 | 972 | 32 | -1 | -3 | - 135 | -405 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 4 | 3 | 1 | 768 | 0 | 108 | -36 | 324 | $-108$ | 0 | 9 | -3 | 15 | -5 | $-160$ | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 4 | 4 | 1 | 768 | 0 | 0 | 0 | 0 | 0 | 160 | -5 | -15 | 3 | 9 | 0 | 108 | 324 | -36 | $-108$ | 0 |
| 1 | 1 | 4 | 5 | 1 | 2304 | 0 | 0 | 0 | 0 | 0 | 0 | 405 | $-135$ | -3 | 1 | 32 | 972 | -324 | 36 | -12 | -384 |
| 1 | 1 | 4 | 6 | 1 | 36 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 6 | -2 | 1 | 0 | 0 | 18 | -6 | 3 |
| 1 | 1 | 5 | 1 | 1 | 256 | 160 | -5 | - 15 | - 15 | -45 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 3 | 3 | 9 | 0 |
| 1 | 1 | 5 | 2 | 1 | 768 | 0 | 405 | $-135$ | -135 | 45 | 0 | 0 | 0 | 0 | 0 | 0 | 9 | -3 | $-3$ | 1 | 32 |
| 1 | 1 | 5 | 3 | 1 | 256 | 0 | 0 | 0 | 0 | 0 | 160 | -5 | -15 | 3 | 9 | 0 | - 12 | -36 | 4 | 12 | 0 |
| 1 | 1 | 5 | 4 | 1 | 2304 | 0 | 0 | 0 | 0 | 0 | 0 | 1215 | -405 | -9 | 3 | 96 | - 324 | 108 | $-12$ | 4 | 128 |
| 1 | 1 | 5 | 5 | 1 | 36 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 18 | -6 | 3 | 0 | 0 | -6 | 2 | -1 |

TABLE II.22. Group $S_{6}$, irrep [321], $f_{1}=2, f_{2}=4$.

| Standard basis vectors |  |  |  |  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{1}$ | $m_{1}$ | $\nu_{2}$ | $m_{2}$ | $\tau$ | Com |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 1 | 2 | 1 | 1 | 9 | 1 | 2 | 0 | 6 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 2 | 2 | 1 | 576 | -2 | -4 | 0 | 3 | 0 | 54 | 108 | 0 | 0 | 0 | 0 | 405 | 0 | 0 | 0 | 0 |
| 1 | 1 | 2 | 3 | 1 | 192 | -2 | 1 | 0 | 0 | 0 | -6 | 3 | 0 | 45 | 0 | 0 | 0 | 0 | 135 | 0 | 0 |
| 1 | 1 | 3 | 1 | 1 | 32 | 2 | 4 | 0 | -3 | 0 | 6 | 12 | 0 | 0 | 0 | 0 | -5 | 0 | 0 | 0 | 0 |
| 1 | 1 | 3 | 2 | 1 | 32 | 6 | -3 | 0 | 0 | 0 | -2 | 1 | 0 | 15 | 0 | 0 | 0 | 0 | - 5 | 0 | 0 |
| 1 | 1 | 4 | 1 | 1 | 192 | 30 | 60 | 0 | -45 | 0 | $-10$ | $-20$ | 0 | 0 | 0 | 0 | 27 | 0 | 0 | 0 | 0 |
| 1 | 1 | 4 | 2 | 1 | 576 | 270 | 135 | 0 | 0 | 0 | 10 | -5 | 0 | -75 | 0 | 0 | 0 | 0 | 81 | 0 | 0 |
| 1 | 1 | 4 | 3 | 1 | 18 | 0 | 0 | 0 | 0 | 0 | 10 | - 5 | 0 | 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 1 | 2 | 1 | 1 | 18 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 3 | 0 | 5 | 10 | 0 | 0 | 0 | 0 | 0 |
| 2 | 1 | 2 | 2 | 1 | 576 | 0 | 0 | 81 | 0 | 0 | 0 | 0 | 75 | 0 | -5 | $-10$ | 0 | 0 | 0 | 135 | 270 |
| 2 | 1 | 2 | 3 | 1 | 192 | 0 | 0 | 0 | 0 | 27 | 0 | 0 | 0 | 0 | 20 | $-10$ | 0 | 45 | 0 | 60 | - 30 |
| 2 | 1 | 3 | 1 | 1 | 32 | 0 | 0 | 5 | 0 | 0 | 0 | 0 | 15 | 0 | -1 | -2 | 0 | 0 | 0 | -3 | -6 |
| 2 | 1 | 3 | 2 | 1 | 32 | 0 | 0 | 0 | 0 | 5 | 0 | 0 | 0 | 0 | 12 | -6 | 0 | -3 | 0 | -4 | 0 |
| 2 | 1 | 4 | 1 | 1 | 192 | 0 | 0 | 135 | 0 | 0 | 0 | 0 | -45 | 0 | 3 | 6 | 0 | 0 | 0 | -1 | -2 |
| 2 | 1 | 4 | 2 | 1 | 576 | 0 | 0 | 0 | 0 | 405 | 0 | 0 | 0 | 0 | $-108$ | 54 | 0 | - 3 | 0 | -4 | 2 |
| 2 | 1 | 4 | 3 | 1 | 9 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 6 | 0 | -2 | 1 |

TABLE II.23. Group $S_{6}$, irrep [321], $f_{1}=3, f_{2}=3$.

| Standard basis vectors |  |  |  |  |  | 1 | 2 | 4 | 6 | 7 | 9 | 11 | 12 | 14 | 16 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\nu_{1}$ | $m_{1}$ | $v_{2}$ | $m_{2}$ | $\tau$ | Com. den. |  |  |  |  |  |  |  |  |  |  |
| 1 | 1 | 2 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 2 | 2 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 1 | 1 | 1 | 1 | 32 | 0 | 1 | 3 | 0 | 3 | 5 | 0 | 5 | 15 | 0 |
| 2 | 1 | 2 | 1 | 1 | 24 | 0 | 4 | 12 | 0 | -3 | -5 | 0 | 0 | 0 | 0 |
| 2 | 1 | 2 | 1 | 2 | 96 | 0 | 5 | 15 | 0 | 15 | 25 | 0 | -9 | -27 | 0 |
| 2 | 1 | 2 | 2 | 1 | 24 | 0 | -3 | 1 | 0 | 0 | 0 | 0 | 15 | -5 | 0 |
| 2 | 1 | 2 | 2 | 2 | 96 | 0 | 15 | -5 | 0 | 45 | -27 | 0 | 3 | -1 | 0 |
| 2 | 1 | 3 | 1 | 1 | 32 | 0 | 15 | -5 | 0 | -5 | 3 | 0 | 3 | -1 | 0 |
| 3 | 1 | 2 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| 3 | 1 | 2 | 2 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |

The phases $\epsilon$ are given in Table I.3.
Owing to (29a), we only tabulate the TC's for partitions whose row lengths are larger than or equal to their column lengths. Furthermore, since the TC's do not vary with $m_{1}$, that is, are identical for different values of the $m_{1}$ index if all other indices are the same, we omit all TC's other than those for which $m_{1}=1$.

The TC's given in Table II are displayed as rows, each with a common denominator entry followed by the numerators. Each entry is understood to be under a square root sign, and if the TC is negative, the minus sign is given explicitly. The ordering of the irreps is given in Table I.2.
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#### Abstract

The construction of the principal continuous series of unitary representations of the simplyconnected covering group of the $(4+1)$-de Sitter group on unitary irreducible representation spaces of the Poincare group is presented. A unitary irreducible representation space of this covering group of the de Sitter group is realized as the direct sum of two irreducible representation spaces of the Poincaré group. Possible physical implications are indicated. In particular, an interpretation of the instantaneous velocity operator in the Dirac theory as the spin part of the de Sitter boosts is given. We obtain a simple method of computing the matrix elements of the generators of the de Sitter group in an $\mathrm{SO}(4)$ basis using the matrix elements of the generators of the four-dimensional Euclidean group. Also we obtain explicit expressions for certain matrix elements between the spinor and $\mathrm{SO}(4)$ basis of the representation space as functions on the coset space $\mathrm{SO}(4) / \mathrm{SO}(3)$.


PACS numbers: $02.20 . \mathrm{Qs}, 11.10 . \mathrm{Qr}, 11.30 . \mathrm{Cp}$

## I. INTRODUCTION

The importance of representation theory to wave equations has long been known. Its role in the solutions of partial differential equations is well known and has been discussed in many books. For example, in his book, The Theory of Spinors, Cartan discusses the relationship between groups and wave equations. He must have realized very early in the development of the quantum theory the connection of representations with quantum mechanical equations. In his book, Linear Representations of the Lorentz Group, Naimark determined all the Lorentz invariant equations which are linear in the momentum, including Dirac's new relativistic wave equation. ${ }^{1}$ Poincaré-invariant finite-dimensional spinor wave equations were discussed by Bargmann and Wigner ${ }^{2}$; they showed that to certain irreducible representation spaces of the Poincare group corresponds the space of solutions of a certain wave equation, which therefore describes a particle of a definite mass and spin. The results of this paper provide further elucidation of this relationship between representation theory and wave equations. In particular, the larger $\mathrm{SO}(4,1)$ symmetry of the Dirac equation is constructed and should be compared with the usual Poincaré symmetry of the theory.

In the following, we will be concerned with two different symmetry groups of the quantum mechanical wave equation for a positive mass particle with arbitrary integer or half-integer spin: the restricted Poincaré group $\mathscr{P}$ and the identity component of the $(4+1)$-de Sitter group, $\mathrm{SO}_{0}(4,1)$. The Poincaré group will be realized in the usual way as described in Ref. 13, the generators of $\mathscr{P}$ being represented as essentially self-adjoint operators defined on an invariant dense domain contained in $\mathscr{H}(m, s,+)$, the positive mass unitary irreducible representation space (UIR) of $\mathscr{P}$ ( $s$ denotes the integer of half-integer spin and + means positive energy). The generators, in a UIR of $\operatorname{SO}(4,1)$, will be realized as essentially self-adjoint operators defined on an invariant dense domain contained in $\mathscr{H}(m, s,+) \oplus \mathscr{H}(m, s,+)$. [Of course, by irreducible unitary representations we always mean single-valued representations of the simply connected
covering groups associated with these groups, which we denote by $\overline{\mathscr{P}}$ and $\overline{\mathrm{SO}(4,1)}$.] The groups $\overline{\mathscr{P}}$ and $\overline{\mathrm{SO}(4,1)}$ are realized on $\mathscr{H}(m, s,+)$ and $\mathscr{H}(m, s,+) \oplus \mathscr{H}(m, s,+)$, respectively. This result, combined with the fact that $\mathscr{H}(m, s,+)$ has the following decomposition into irreducible representation spaces of its noncompact subgroup $\overline{\mathrm{SO}_{0}(3,1)}$, formally written as ${ }^{3}$

$$
\mathscr{H}(m, s,+)=\frac{1}{\left(2 \pi^{4}\right)^{2}} \sum_{l_{0}} \int_{0}^{\infty} \mathscr{H}\left(l_{0}, v\right)\left(l_{0}^{2}+v^{2}\right) d v
$$

gives, in the case of the principal series, the decomposition formula for a UIR of $\overline{\mathrm{SO}_{0}(4,1)}$ with respect to UIR's of $\overline{\mathrm{SO}_{0}(3,1)}$, first obtained by Ström using the quaternion matrix description of $\overline{\mathrm{SO}_{0}(4,1)}{ }^{4}$ Our method is, in contrast to Ström's, based on the description of $\mathrm{O}(4,1)$ by projective transformations of $T_{3}{ }^{5}\left(T_{3}\right.$ denotes the mass hyperboloid of the momentum space of Minkowski spacetime, i.e., $\left.T_{3}=\left\{p_{\mu} \mid p_{\mu} p^{\mu}=m^{2}\right\}\right)$. Since we realize the principal series UIR's of $\overline{\mathrm{SO}_{0}(4,1)}$ in terms of the standard UIR's of $\overline{\mathscr{P}}$ used to describe elementary particles, this makes the physical content immediate. In fact, this realization of $\overline{\mathrm{SO}_{0}(4,1)}$ serves as the basis for a description of the relativistic rotator model, ${ }^{6}$ which has been most extensively developed by Böhm. ${ }^{7}$ In that model the invariant operator, being $m^{2}$ in a UIR, is replaced by the first-order Casimir operator of $\mathrm{SO}_{\lambda}(4,1)$ in the above realization- $\lambda$ is the contraction parameter used in the contraction of $\mathrm{SO}_{0}(4,1)$ into $\mathscr{P} .^{8}$

We have organized the material in this paper in the following way. In Sec. II we present a brief résumé of the groups $\mathrm{SO}_{0}(4,1), \mathscr{P}, \mathrm{SO}_{0}(3,1)$, and their simply connected covering groups and summarize their pertinent irreducible unitary representations. Section III describes the realization of $\mathrm{SO}_{0}(4,1)$ on the momentum space of Minkowski spacetime. Section IV is devoted to description of the orbital part of the $\overline{\mathrm{SO}}_{0}(4,1)$ principal series representation constructed here. In Sec. V we realize the principal series representations of $\overline{\mathrm{SO}_{0}(4,1)}$ on $\mathscr{H}(m, s,+) \oplus \mathscr{H}(m, s,+)$. A lengthy appendix is devoted to the proof of the irreducibility of these repre-
sentations. Explicit expressions for the $\overline{\mathrm{SO}_{0}(4)}$ basis vectors of the representation together with the matrix elements of the generators in this basis are obtained.

Notation: Lower case Roman indices, in general, range from $1,2,3$ or $0,1,2,3,5,6$ and Greek ones from $0,1,2,3$. $\eta_{\mu \nu}=\operatorname{diag}(1,-1,-1,-1)$ denotes the metric tensor of Minkowski space, $M_{3,1}$, and $g_{a b}=\operatorname{diag}(1,-1,-1,-1$, $-1,+1)$ is the metric tensor of a $(4+2)$-dimensional pseu-do-Euclidean space, $M_{4,2} \cdot \eta_{a b}=\operatorname{diag}(1,-1,-1,-1$, $-1)$ will be used to denote the metric tensor of a $(4+1)$ dimensional Minkowski space $M_{4,1}$. The translation generators are denoted by a contravariant 4 -vector operator $P^{\mu}$ $=\left(E^{\mathrm{op}}, \mathbf{P}^{\mathrm{op}}\right)$ and the contravariant 4 -momentum vector is, likewise, $p^{\mu}=(E, \mathbf{p})$. The position operator in the momentum representation is given by $Q^{\mu}=-i \partial / \partial p_{\mu}=-(i \partial)$ $\left.\partial E,(1 / i) \nabla_{p}\right)$ and transforms as a contravariant 4 -vector. It follows that

$$
\begin{equation*}
\left[P^{\mu}, Q^{v}\right]=i \eta^{\mu \nu} \tag{1}
\end{equation*}
$$

are the relativistic Heisenberg canonical commutation relations. Throughout, both $\hbar$ and $c$ are set equal to 1 . When we mean a contraction of two vectors in Euclidean or pseudoEuclidean space, we denote it by $\xi_{\mu} \eta^{\mu}$ (summation convention). Finally, $\dagger$ denotes the complex conjugate transpose and * signifies the complex conjugate.

## II. RÉSUMÉ OF $\mathrm{SO}_{0}(4,1), \mathscr{P}$ AND $\mathrm{SO}_{0}(3,1)$ AND THE PERTINENT UNITARY IRREDUCIBLE REPRESENTATIONS OF THEIR SIMPLY CONNECTED COVERING GROUPS

We denote by $\mathrm{O}(p, q)$ the group of all homogeneous linear transformations of real $(p+q)$-dimensional space which leave invariant the quadratic form

$$
\begin{equation*}
-X_{1}^{2}-X_{2}^{2}-\cdots-X_{p}^{2}+X_{p+1}^{2}+\cdots+X_{p+q}^{2} \tag{2}
\end{equation*}
$$

By $\mathrm{SO}_{0}(p, q)$ we denote the component of $\mathrm{O}(p, q)$ connected to the identity transformation. The Lie algebra of $\mathrm{SO}_{0}(p, q)$ is written as $\operatorname{so}(p, q)$.

The isomorphism $B_{2} \approx C_{2}{ }^{9}$ entails the local isomorphism $\mathrm{SO}_{0}(4,1) \approx \mathrm{Sp}(1,1) .{ }^{10}$ Since $\mathrm{Sp}(1,1)=\mathrm{U}(2,2) \cap \mathrm{Sp}(4, C)^{10}$ is simply connected, this Lie algebra isomorphism permits a description of $\overline{\mathrm{SO}_{0}(4,1)}$ by $2 \times 2$ quaternion matrices, used in Ref. 4. The Hermitian generators $A_{a b}$ of the Lie algebra so( $n, 1$ ) obey the commutation relations

$$
\left[A_{a b}, A_{c d}\right]=-i\left(\eta_{a c} A_{b d}+\eta_{b d} A_{a c}-\eta_{b c} A_{a d}-\eta_{a d} A_{b c}\right) \text { (3) }
$$

$$
(a, b=0,1,2,3,5) .
$$

[For $\operatorname{SO}(n+1)$ replace $\eta_{a c}$ by $-\delta_{a c}$; we need this result in the Appendix.] $A_{\mu \nu}$ generate the homogeneous Lorentz group $\mathrm{SO}_{0}(3,1)$ whose commutation relations are

$$
\begin{equation*}
\left[A_{\mu \nu}, A_{\rho \sigma}\right]=-i\left(\eta_{\mu \rho} A_{v \sigma}+\eta_{\nu \sigma} A_{\mu \rho}-\eta_{\nu \rho} A_{\mu \sigma}-\eta_{\mu \sigma} A_{\nu \rho}\right), \tag{4}
\end{equation*}
$$

and $A_{5 \mu}$ form a Lorentz vector operator

$$
\begin{equation*}
\left[A_{\mu v}, A_{S_{p}}\right]=i\left(\eta_{\nu \rho} A_{5_{v}}-\eta_{\mu \rho} A_{5_{v}}\right) \tag{5}
\end{equation*}
$$

satisfying

$$
\begin{equation*}
\left[A_{5_{\mu}}, A_{5_{v}}\right]=i A_{\mu v} \tag{6}
\end{equation*}
$$

We call $A_{5 \mu}$ the generators of the de Sitter boosts. ${ }^{11}$

The covering group of the Lorentz subgroup $\mathrm{SO}_{0}(3,1)$ is isomorphic to the set of all unimodular complex matrices in two dimensions: $\mathrm{SL}(2, C)$. The restricted Poincaré group $\mathscr{P}$ is the semidirect product of $\mathrm{SO}_{0}(3,1)$ with the four-dimensional translation group $T_{4}: \mathscr{P}=\mathrm{SO}_{0}(3,1) \boxtimes T_{4}$. Using the well-known isomorphism of $\mathrm{SO}_{0}(3,1)$ with $\mathrm{SL}(2, C)^{12}$ and the characterization of four-dimensional vectors by Hermitian matrices in two dimensions gives the isomorphism $\overline{\mathscr{P}} \simeq \operatorname{SL}(2, C) \boxminus T_{4}{ }^{13}$ The Hermitian generators of $\overline{\mathscr{P}}$ are $P_{\mu}$ and $L_{\mu \nu}$ with the commutation relations

$$
\begin{align*}
& {\left[P_{\mu}, P_{\nu}\right]=0,}  \tag{7}\\
& {\left[L_{\mu v}, P_{\rho}\right]=i\left(\eta_{v \rho} P_{\mu}-\eta_{v \rho} P_{v}\right),} \tag{8}
\end{align*}
$$

the commutation relations of the generators $L_{\mu \nu}$ of $\mathrm{SO}_{0}(3,1)$ being the same as in (4).
$\mathrm{SO}_{0}(4,1)$ has two independent Casimir operators for which we take

$$
\begin{align*}
& Q_{1}=-\frac{1}{2} A_{a b} A^{a b} \quad(a, b, c, d, e=0,1,2,3,5),  \tag{9}\\
& Q_{2}=-w_{a} w^{a}, \quad w_{a}=\frac{1}{8} \epsilon_{a b c d e} A^{b c} A^{d e} \tag{10}
\end{align*}
$$

The two independent Casimir operators of the Lorentz subgroup will be denoted by $Q_{1}^{\mathrm{SO}(3,1)}$ and $Q_{2}^{\mathrm{SO}(3.1)} \cdot Q_{1}^{\mathrm{SO}(3,1)}$ is the same as its counterpart, Eq. (9) above, except Roman indices are replaced by Latin ones, and $Q_{2}^{\mathrm{SO}(3,1)}=w_{5}$. Invariant operators of $\mathscr{P}$ are $P_{\mu} P^{\mu}$ and $W=-w_{\mu} w^{\mu}, w_{\mu}$ $=\frac{1}{2} \epsilon_{\mu \nu \rho \sigma} P^{v} L^{\rho \sigma}$.

For $\overline{\mathrm{SO}_{0}(3,1)}$ and $\overline{\mathrm{SO}_{0}(4,1)}$, the values of the two independent Casimir operators can serve to label the UIR's. ${ }^{8}$
Besides the values of the two above invariant operators, an additional label is necessary to describe the UIR's of $\overline{\mathscr{P}}$, namely the sign of the energy, $p_{0}$. The UIR's of the Lorentz group are labeled by the numbers $\left(k_{0}, c\right)$ with $k_{0}$ a nonnegative integer or semi-integer and $c$ purely imaginary, $c=-i \rho$ (the principal series) or $k_{0}=0,0 \leqslant c \leqslant 1$ (the supplementary series). ${ }^{14}$ The relation between $c, k_{0}$ and the two Casimir operators of $\overline{\mathrm{SO}_{0}(3,1)}$ is in an irreducible representation:

$$
\begin{equation*}
Q_{1}^{\mathrm{SO}(3,1)}=\left(1-c^{2}-k_{0}^{2}\right) I, \quad Q_{2}^{\mathrm{SO}(3,1)}=2 i k_{0} c I . \tag{11}
\end{equation*}
$$

The finite-dimensional spinor representations of $\overline{\mathrm{SO}_{0}(3,1)}$ have $c$ real with $c^{2}=\left(k_{0}+n\right)^{2}$ and have dimensions $c^{2}-k_{0}^{2}$. The UIR's of $\overline{\mathscr{P}}$ were found by Wigner. ${ }^{13}$ The ones relevant to our discussion are

$$
\begin{equation*}
m_{ \pm}: \quad m^{2}>0, \quad p_{0} \gtrless 0, \quad s=0, \frac{1}{2}, 1, \cdots \tag{12}
\end{equation*}
$$

In a UIR the invariant operators are

$$
\begin{equation*}
P_{\mu} P^{\mu}=m^{2} I, \quad W=m^{2} s(s+1) I \tag{13}
\end{equation*}
$$

The UIR's of $\operatorname{SO}(4,1)$ were first determined by Thomas ${ }^{15}$ based on the infinitesimal method. The classification was completed by Newton and Dixmier. ${ }^{16}$ We are only concerned with the principal series representations (UIR's)

$$
\begin{equation*}
(\rho, r): \quad \rho^{2}>0, \quad r=0, \frac{1}{2}, 1, \cdots \tag{14}
\end{equation*}
$$

for which the Casimir operators take the following values ${ }^{17}$ :

$$
\begin{align*}
& Q_{1}=\rho^{2}+\frac{9}{4}-r(r+1),  \tag{15}\\
& Q_{2}=r(r+1)\left(\rho^{2}+\frac{1}{4}\right) \tag{16}
\end{align*}
$$

In the following we denote the various UIR's by the corre-
sponding set of numbers labeling them, e.g., $(m, s,+)$ for $\overline{\mathscr{P}}$ or $(\rho, r)$ for $\overline{\mathrm{SO}_{0}(4,1)}$.

## III. A REALIZATION OF $\overline{S_{0}(4,1)}$ AS PROJECTIVE TRANSFORMATIONS OF THE MASS HYPERBOLOID OF THE MOMENTUM SPACE TO MINKOWSKI SPACE-TIME

In this section we give the geometrical description of $\mathrm{SO}_{0}(4,1)$, which we used to obtain our construction of the principal series irreducible representations. First we present the Klein description of the conformal group $\mathrm{O}(4,2)$. ${ }^{18,19}$ Imbed $M_{3,1}$ into $M_{4,1}$ as the hyperplane $\bar{\xi}^{5}=0$ (see Fig. 1). Consider the paraboloid

$$
\begin{equation*}
\bar{\xi}^{5}=+\bar{\xi}^{0^{2}}-\bar{\xi}^{1^{2}}-\bar{\xi}^{2^{2}}-\bar{\xi}^{3^{2}} \tag{17}
\end{equation*}
$$

Introducehomogeneouscoordinates $\left(\xi^{0}, \xi^{1}, \xi^{2}, \xi^{3}, \xi^{5}, \xi^{6}\right)$ by

$$
\begin{equation*}
\bar{\xi}^{5}=\xi^{5} / \xi^{6}, \quad \bar{\xi}^{\mu}=\xi^{\mu} / \xi^{6} \quad(\mu=0,1,2,3) . \tag{18}
\end{equation*}
$$

Then (17) becomes

$$
\begin{equation*}
\xi^{5} \xi^{6}=+\xi^{0^{2}}-\xi^{1^{2}}-\xi^{2^{2}}-\xi^{3^{2}} . \tag{19}
\end{equation*}
$$

Since

$$
\begin{equation*}
\xi^{5} \xi^{6}=\frac{1}{4}\left(\xi^{5}+\xi^{6}\right)^{2}-\frac{1}{4}\left(\xi^{5}-\xi^{6}\right)^{2}, \tag{20}
\end{equation*}
$$

we have that (19) becomes

$$
\begin{aligned}
\Omega(\xi)= & \frac{1}{4}\left(\xi^{5}+\xi^{6}\right)^{2}-\frac{1}{4}\left(\xi^{5}-\xi^{6}\right)^{2}-\xi^{0^{2}}+\xi^{1^{2}} \\
& +\xi^{2^{2}}+\xi^{3^{2}}=0 .
\end{aligned}
$$

The linear transformations of $M_{4,2}$ which leave invariant the above form is $\mathrm{O}(4,2)$.

The general transformation of the $\bar{\xi}^{\mu}$ 's $(\mu=0,1,2,3)$ induced by $B \in \operatorname{SO}(4,2)$ is

$$
\begin{equation*}
\xi^{\mu \prime}=\frac{b^{\mu}{ }_{\nu} \xi^{\nu}+b_{5}^{\mu} \xi^{2}+b_{6}^{\mu}}{b_{\mu}^{6} \xi^{\mu}+b_{5}^{6} \xi^{2}+b_{6}^{6}} \quad\left(\xi^{2}=\xi^{\mu} \xi_{\mu}\right), \tag{21}
\end{equation*}
$$

where

It is easy to show that every transformation of the form (21) can be obtained as a product of an inversion, $\xi^{\mu \prime}=\xi^{\mu} /|\xi|^{2}$, a scale transformation, $\xi^{\mu \prime}=\lambda \xi^{\mu}$, and a Minkowskian motion, $\xi^{\mu \prime}=O^{\mu}{ }_{v} \xi^{\nu}+a^{\mu}$, from which it follows by an extension of Liouville's theorem to $M_{3,1}$ that $\mathrm{O}(4,2)$ corresponds to the conformal transformations on $M_{3,1} \cdot{ }^{20}$


FIG. 1. Projection of paraboloid in $\boldsymbol{M}_{4,1}$ onto $\boldsymbol{M}_{3,1}$.

Next we describe a subgroup of $O(4,2)$ which leaves invariant the hyperboloid $T_{3}^{(0)}=\left\{\bar{\xi}^{\mu} \in M_{3,1} \mid \bar{\xi}_{\mu} \bar{\xi}^{\mu}=1\right\}$.

We determine it as follows:
$T_{3}^{(0)}$ invariant means $\bar{\xi}_{\mu}^{\prime} \bar{\xi}^{\mu \prime}=\bar{\xi}_{\mu} \bar{\xi}^{\mu}$ and because
$\bar{\xi}^{5}=\bar{\xi}_{\mu} \bar{\xi}^{\mu}$ we demand that $\xi^{5}-\xi^{6}$ remain invariant. Since $\mathrm{O}(4,2)$ leaves invariant

$$
\frac{1}{4}\left(\xi^{5}+\xi^{6}\right)^{2}-\frac{1}{4}\left(\xi^{5}-\xi^{6}\right)^{2}-\xi^{0^{2}}+\xi^{1^{2}}+\xi^{2^{2}}+\xi^{3^{2}}
$$

we see that the subgroup of the conformal transformations which leaves $T_{3}^{(0)}$ invariant is the group of linear transformations of $M_{4,1}$, which preserves

$$
\begin{equation*}
\Omega^{\prime}(\xi)=\frac{1}{4}\left(\xi^{5}+\xi^{6}\right)^{2}-\xi^{0^{2}}+\xi^{1^{2}}+\xi^{2^{2}}+\xi^{3^{2}} \tag{22}
\end{equation*}
$$

The component of this group which is connected to the identity is $\mathrm{SO}_{0}(4,1)$.

Now let $A$ be an element of this $\mathrm{SO}_{0}(4,1)$. Referred to the coordinates $\frac{1}{2}\left(\xi^{5}+\xi^{6}\right), \frac{1}{2}\left(\xi^{5}-\xi^{6}\right), \xi^{\mu}$, its matrix is given by
and its action on the coordinates is

$$
\begin{align*}
& \xi^{\overline{5}}=\frac{1}{2}\left(\xi^{5 \prime}+\xi^{6 \prime}\right)=a_{6}^{6} \frac{1}{2}\left(\xi^{5}+\xi^{6}\right)+\sum_{v=0}^{3} a_{\nu}^{6} \xi^{v} \\
& \frac{1}{2}\left(\xi^{5 \prime}-\xi^{6 \prime}\right)=\frac{1}{2}\left(\xi^{5}-\xi^{6}\right)  \tag{24}\\
& \xi^{\mu \prime}=a_{6 \frac{1}{2}}\left(\xi^{5}+\xi^{6}\right)+\sum_{j=0}^{3}{a^{\mu}}_{\nu} \xi^{v} .
\end{align*}
$$

Thus on $V_{3,1}$ (the $\bar{\xi}^{\mu}$ space), the transformation induced by $A$ is

$$
\begin{aligned}
\bar{A}: \bar{\xi}^{\mu} & \rightarrow \bar{\xi}^{\mu \prime}: \bar{\xi}^{\mu \prime}=\frac{\xi^{\mu \prime}}{\xi^{6 \prime}} \\
& =\frac{a^{\mu}{ }_{6} \frac{1}{2}\left(\xi^{5}+\xi^{6}\right)+\Sigma_{v=0}^{3} a^{\mu}{ }_{\nu} \xi^{v}}{\frac{1}{2}\left(a^{6}{ }_{6}-1\right) \xi^{5}+\frac{1}{2}\left(a_{6}^{6}+1\right) \xi^{6}+\Sigma a^{6}{ }_{\nu} \xi^{v}} \\
& =\frac{a^{\mu}{ }_{6 \frac{1}{2}}\left(\bar{\xi}^{2}+1\right)+\Sigma a^{\mu}{ }_{\nu} \bar{\xi}^{v}}{\frac{1}{2}\left(a_{6}^{6}-1\right) \xi^{2}+\frac{1}{2}\left(a_{6}^{6}+1\right)+\Sigma a^{6}{ }_{\nu} \xi^{v}} .
\end{aligned}
$$

For $\bar{\xi}^{\mu} \in T_{3}^{(0)}$ (that is to say, $\xi^{\mu}$ a point on the hyperboloid) we have

$$
\begin{equation*}
\bar{A}: \bar{\xi}^{\mu} \rightarrow \bar{\xi}^{\mu \prime}: \bar{\xi}^{\mu \prime}=\left(a_{6}^{\mu}+\sum a^{\mu}{ }_{v} \bar{\xi}^{v}\right) /\left(a_{6}^{6}+\sum a^{6}{ }_{v} \bar{\xi}^{v}\right) . \tag{25}
\end{equation*}
$$

The Jacobian of this transformation (restricted to $T_{3}^{(0)}$ ) is ${ }^{18}$

$$
\begin{equation*}
J=\left|\frac{\partial \bar{\xi}^{\mu \prime}}{\partial \bar{\xi}^{v}}\right|=+\frac{1}{\left|a_{6}^{6}+\Sigma a_{\rho}^{6} \bar{\xi}^{\rho}\right|^{5}} . \tag{26}
\end{equation*}
$$

The denominator of this expression may vanish for certain transformations. This means that in order to consider the action of $\mathrm{SO}(4,1)$ on $T_{3}^{(0)}$ we must first compactify it by the adjunction of a surface at infinity. The measure on $T_{3}^{(0)}$ transforms in the following way under $A^{21}$ :

$$
\begin{equation*}
d \Omega_{T_{3}^{(0)}}=\frac{1}{\left|a_{6}^{6}+\Sigma a^{6} \bar{\xi}^{v}\right|^{v}} d \Omega_{T_{3}^{(1)}}, \tag{27}
\end{equation*}
$$

provided, of course, that the denominator does not vanish. Therefore, we have for $f\left(\bar{\xi}^{\prime}\right)$ and $g\left(\bar{\xi}^{\prime}\right) L^{2}$ functions on $T_{3}^{(0)}$

$$
\begin{align*}
& \int_{T_{3}^{(0)}} \bar{f}\left(\bar{\xi}^{\prime}\right) g\left(\bar{\xi}^{\prime}\right) d \Omega_{T_{3}^{(0),}}  \tag{31}\\
& \quad=\int_{T_{3}^{(0)}} \frac{\bar{f}(\bar{A}(\bar{\xi}))}{\left[a^{6}{ }_{6}+\Sigma a^{6}{ }_{\nu} \bar{\xi}^{\nu}\right]^{3 / 2}} \frac{\bar{g}(\bar{A}(\bar{\xi}))}{\left[a^{6}{ }_{5}+\Sigma a^{5}{ }_{\nu} \bar{\xi}^{\nu}\right]^{3 / 2}} d \Omega_{T_{3}^{(0)}} \tag{32}
\end{align*}
$$

with $\bar{A}(\bar{\xi})$ given by (25). Here $d \Omega_{T_{3}^{(0)}}=\delta\left(\bar{\xi}^{2}-1\right) d^{4} \xi$ means $d \Omega_{T_{3^{(0)}}}= \begin{cases}d \Omega_{T_{3}^{+(0) \mid}}=\delta\left(\bar{\xi}^{2}-1\right) \theta\left(\bar{\xi}^{0}\right) d^{4} \bar{\xi}, & \bar{\xi}^{0}>0, \\ d \Omega_{T_{3}^{-(0)}}=\delta\left(\bar{\xi}^{2}-1\right)\left[1-\theta\left(\bar{\xi}^{0}\right)\right] d^{4} \bar{\xi}, & \bar{\xi}^{0}<0 .\end{cases}$
$\left[T_{3}{ }^{+}\right.$denotes the upper sheet $\left(\bar{\xi}^{0}>0\right)$ of the hyperboloid, $T_{3}$, and $T_{3}^{-}$denotes the lower sheet $\left(\bar{\xi}^{0}<0\right)$.]

## IV. THE CONSTRUCTION OF THE ORBITAL PART OF THE PRINCIPAL SERIES REPRESENTATIONS OF

## $\overline{\mathbf{S O}} \mathbf{o}_{0}(4,1)$ on $\mathscr{H}(m, s,+) \oplus \mathscr{H}(m, s,+)$

After this geometric groundwork we turn to the construction of the $(\rho, s)$ of $\mathrm{SO}_{0}(4,1)$ on unitary irreducible representation spaces of $\overline{\mathscr{P}}$.

First we describe a continuous representation of ( $\rho, 0$ ) on $\mathscr{L}^{2}\left(T_{3}^{0}\right)$. Given $\bar{A} \in \mathrm{SO}_{0}(4,1)$ and $f \in \mathscr{L}^{2}\left(T_{3}^{0}\right)$, let

$$
\begin{equation*}
\left(T_{\rho}^{\bar{A}} f\right)(\bar{\xi})=\frac{f\left(\bar{A}^{-1} \bar{\xi}\right)}{\left|a_{6}^{6}\left(\bar{A}^{-1}\right)+\Sigma_{\mu} a_{\mu}^{6}\left(\bar{A}^{-1}\right) \bar{\xi}^{\mu}\right|^{3 / 2+i \rho}} \tag{30}
\end{equation*}
$$

(1) The Lorentz rotations:

$$
I^{i j}=\left|\begin{array}{cccc}
\vdots \cdot & 0 & \ddots & -1  \tag{33}\\
& \vdots & & \vdots \\
& 1 & \cdots & 0 \\
& & & \ddots
\end{array}\right|, \quad I^{i 0}=-\left|\begin{array}{cccc}
0 \cdots & & & \\
\vdots & 0 & \cdots & 1 \\
& \vdots & & \vdots \\
& 1 & \cdots & 0
\end{array}\right|
$$

$\left(i, j=1,2,3\right.$ and in $I^{i j}$ the 1 is in the $i$ th row, $j$ th column, and the -1 is in the $j$ th row, $i$ th column with $\left.i<j\right)$.
(2) The de Sitter boosts:

$$
I^{s i}=\left|\begin{array}{ccccc}
0 & \cdots & -1 & \cdots & 0  \tag{34}\\
\vdots & \ddots & \vdots & & \\
1 & \cdots & 0 & & \\
\vdots & & \vdots & \ddots & \\
0 & & & & 0
\end{array}\right|, \quad I^{50}=-\left|\begin{array}{ccccc}
0 & \cdots & . & \cdots & 1 \\
\vdots & & & & \vdots \\
. & & 0 & & . \\
\vdots & & & & \vdots \\
1 & \cdots & . & \cdots & 0
\end{array}\right|
$$

Let us define the linear operator $U^{0}(A)$ in $\mathscr{L}^{2}\left(T_{3}\right)$ by $\left.\mid \psi^{\prime}\right)=U^{0}(A)|\psi\rangle$,

$$
\begin{equation*}
\psi^{\prime}(p)=\left(p \mid \psi^{\prime}\right)=\left(p\left|U^{0}(A)\right| \psi\right)=\left(T_{p}^{\bar{A}} \psi\right)(p) \tag{35}
\end{equation*}
$$

where $U^{0}(A)$ has matrix elements

$$
\begin{aligned}
\left(p\left|U^{0}(A)\right| p^{\prime}\right) & =\left(T_{\rho}^{\bar{A}} p^{\prime}\right)(p) \\
& =\frac{1}{|\mu(\bar{A}, p)|^{3 / 2+i \rho}}\left|p_{0}^{\prime}\right| \delta^{3}\left(\bar{A}-1 p-p^{\prime}\right)
\end{aligned}
$$

$\left[|\mu(\bar{A}, p)|^{3 / 2+i \rho}\right.$ is the multiplier in (30)]. For an infinitesimal rotation

$$
A=I+\omega I^{a b}
$$

with

$$
(\bar{A}-\bar{\xi})^{\mu}=\frac{a_{6}^{\mu}\left(\bar{A}^{-1}\right)+\Sigma_{v} a_{v}^{\mu}\left(\bar{A}^{-1}\right) \bar{\xi}^{v}}{a_{6}^{6}\left(\bar{A}^{-1}\right)+\Sigma_{v} a_{v}^{6}\left(\bar{A}^{-1}\right) \bar{\xi}^{v}}
$$

extended to include points at infinity.
The representation property

$$
\begin{equation*}
T^{\bar{A}_{1}} \cdot T^{\bar{A}_{2}}=T^{\bar{A}_{1} \bar{A}_{2}} \tag{28}
\end{equation*}
$$

is satisfied because of the multiplicative property of Jacobians ${ }^{18}$ and unitarity is assured because of (28).

To obtain representation of $\overline{\mathrm{SO}_{0}(4,1)}$ which acts on $\mathscr{L}^{2}\left(T_{3}\right)$ we introduce a constant $m$ (which we identify with the mass in a UIR of $\overline{\mathscr{P}}$ ), and define new variables $p^{\mu}$ by $\xi^{\mu}=p^{\mu} / m$. Then (30) and (31) define a unitary representation of $\mathrm{SO}_{0}(4,1)$ on $\mathscr{L}^{2}\left(T_{3}\right)$, where $T_{3}=\left\{p^{\mu} \mid p_{\mu} p^{\mu}=m^{2}\right\}$, by replacing $\bar{\xi}^{\mu}$ in these equations everywhere by $p^{\mu / m}$ and then redefining $f$ as the original $f$ composed with the function which corresponds to multiplication by $m$, i.e., $f \rightarrow f \circ i_{m}$, where $i_{m}$ is the function of multiplication by $m$.

The proof of the irreducibility of this representation, which is based on the proof presented in Refs. 18 and 19, is given in Appendix A.

It is instructive at this point to compute the action of the infinitesimal generators of $\mathrm{SO}_{0}(4,1)$ on $\mathscr{L}^{2}\left(T_{3}\right)$. We take the following expressions for the matrices of the generators of the rotations in the various planes of projective space:

$$
I=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad\{A, B\}=A B+B A
$$

where $\overline{5}$ is defined in Eq. (24) and $I$ comes from the following: $\mathscr{L}^{2}\left(T_{3}\right) \cong \mathscr{L}^{2}\left(T_{3}{ }^{+}\right) \oplus \mathscr{L}^{2}\left(T_{3}^{-}\right)$as Hilbert spaces, and a vector $\mid \psi) \in \mathscr{L}^{2}\left(T_{3}\right)$ may be written as

$$
|\psi\rangle=\binom{\left|\psi_{1}\right|}{\mid \psi_{2}}
$$

with

$$
\left.\mid \psi_{1}\right) \in \mathscr{L}^{2}\left(T_{3}^{+}\right),\left|\psi_{2}\right| \in \mathscr{L}^{2}\left(T_{3}^{-}\right) .
$$

The infinitesimal operators $M_{a b}$ may be formally written as the direct sum of the operators $Q_{\mu} P_{v}-Q_{\nu} P_{\mu}$ and $-(1 /$ $\lambda \mid B_{\mu}^{(0)}$, where each of operators acts on dense subspaces of $\mathscr{L}^{2}\left(T_{3}{ }^{+}\right)$and $\mathscr{L}^{2}\left(T_{3}^{-}\right)$in the usual way. We can verify that expressions (37) satisfy (4), (5), and (6), and so they are restrictions of essentially self-adjoint generators of the representation. The general form of the $U^{0}(A)$ is

$$
U^{0}(A)=e^{-i \omega^{a b} M_{a \neq 2}^{10}}
$$

## V. THE CONSTRUCTION OF THE PRINCIPAL SERIES REPRESENTATION $\left(\sqrt{m^{2}} / \lambda^{2}, s\right)$ OF $\overline{\mathbf{S O}_{0}(4,1)}$ ON $\mathscr{H}(m, s,+) \oplus \mathscr{H}(m, s,+)$

In order to proceed with the construction, we find it necessary to describe a well-known realization of the UIR's of $\overline{\mathscr{P}}$ in terms of wavefunctions $\psi\left(p ; \xi_{1} \ldots \xi_{2 s}\right)$ with $p \in T_{3}$ and which are totally symmetric in their $2 s$ four-valued variables $\xi_{n} \ldots \xi_{2 s} .{ }^{2}$ First let $\mathscr{L}^{2}\left(T_{3}\right) \otimes C_{(1)}^{4} \otimes C_{(2)}^{4} \otimes \cdots \otimes C_{(2 s)}^{4}$ be the tensor product of Hilbert spaces, where $C_{i i}^{4}$ is the $i$ th copy of $C^{4}$, a four-dimensional vector space over $C$. Next, introduce the generalized basis $|p\rangle \otimes e_{\xi_{1}} \otimes e_{\xi_{2}} \otimes \cdots \otimes e_{\xi_{2 s}}$. The components of a vector $\psi$ with respect to this basis are denoted by $\psi\left(p ; \xi_{1} \cdots \xi_{2 s}\right)$. Let $\mathscr{S}^{(s)}$ denote the space of all such $\psi$ which are symmetric in their $2 s$ variables $\xi_{1} \ldots \xi_{2 s}$. Now for every $k=1, \ldots, 2 s$ define a set of four matrices $\gamma_{(k)}^{v}$, being four of the $4 \times 4$ matrices ${ }^{22}$ of the generators of the Clifford algebra $S_{2}{ }^{23}$ which satisfy

$$
\begin{equation*}
\left\{\gamma_{(k)}^{v}, \gamma_{(1)}^{\mu}\right\}=2 \eta_{(k)}^{\nu \mu} \delta_{k 1} \tag{38}
\end{equation*}
$$

[The $\gamma_{(k)}^{\mu}$ 's act on the space $C_{(k)}^{4}$ in the usual way, so that

$$
\left.\psi^{\prime}\left(p ; \xi_{1} \cdots \xi_{k} \cdots \xi_{2 s}\right)=\sum_{\xi_{k}^{\prime}}\left(\gamma_{(k)}^{\mu}\right)_{\xi_{k} \xi_{k}^{\prime}} \psi\left(p ; \xi_{1}^{\prime} \cdots \xi_{k}^{\prime} \cdots \xi_{2 s}^{\prime}\right)\right] .
$$

Next introduce the matrices ${ }^{24}$

$$
\begin{equation*}
\Gamma^{\mu}=\sum_{k=1}^{2 s} \Gamma_{(k)}^{\mu}=\frac{1}{2} \sum_{k=1}^{2 s} \gamma_{(k)}^{\mu} . \tag{39}
\end{equation*}
$$

These lead to the generalized Dirac equation ${ }^{24}$

$$
\begin{equation*}
\left(\Gamma^{\mu} P_{\mu}-s m\right) \psi=0 \tag{40}
\end{equation*}
$$

Consider the set of all $\psi \in \mathscr{S}^{(s)}$ which satisfy the BargmannWigner equations

$$
\begin{equation*}
\left(\gamma_{(k)}^{\mu} p_{\mu}-m\right) \psi=0 \quad(k=1, \ldots, 2 s) \tag{41}
\end{equation*}
$$

Denote the space of all these $\psi$ by " $\mathscr{R}^{(s)}$ ". We can define in " $\mathscr{R}{ }^{(s) "}$ the following inner product: for every $\psi \in " \mathscr{R}^{(s)}$ "

$$
\begin{equation*}
(\psi, \psi)=\int_{T_{3}}\left|\sum_{\xi} \psi^{*} \gamma_{1}^{0} \gamma_{2}^{0} \cdots \gamma_{2 s}^{0} \psi\right| d \Omega \tag{42}
\end{equation*}
$$

[the inner product is obtained from this norm by polarization; we denote it also by (, )],
where $\psi^{*}$ is the Hermitian conjugate of the vector $\psi$. Let $\mathscr{R}^{(s)}$ be the Hilbert space completion of the set of all $\psi \in \in^{"} \mathscr{R}^{(s)}$ " for which the inner product defined by (42) is finite. As shown in Ref. $2, \mathscr{R}^{(s)}$, for every $s$, is the carrier space of a unitary representation of the restricted Poincaré group $\overline{\mathscr{P}}$ with invariant inner product defined via (42) and which has the following decomposition into irreducible representations:

$$
\begin{equation*}
\mathscr{R}^{(s)}=\mathscr{H}(m, s,+) \oplus \mathscr{H}(m, s,-) . \tag{43}
\end{equation*}
$$

A basis in which this decomposition is accomplished is the unitary canonical basis of vectors $\left.\mid p s_{3} \epsilon\right)\left[\epsilon=\operatorname{sgn}\left(p_{0}\right)\right]$. ${ }^{13}$

The relation of the Bargmann-Wigner wavefunctions $\psi(p ; \xi)$ to the canonical basic vectors is obtained through the spinor form of the representation of $\overline{\mathscr{P}}$. Introduce the nonorthogonal spinor basis defined by ${ }^{25}$

$$
\left.\left.\left.(-1)^{s-A} \mid p,-\bar{A} ; \epsilon\right\}=\mid p, \underline{A} ; \epsilon\right\}=\sum_{s_{3}} \mid p s_{3} \epsilon\right) \mathscr{D}_{s_{3} A}^{s}(L(p))
$$

and

$$
\begin{gather*}
\left.\left.(-1)^{s+A} \mid p,-\underline{\dot{A}} ; \epsilon\right\}=\left|p, \overleftarrow{\dot{A} ; \epsilon\}}=\sum_{s_{3}}\right| p s_{3} \epsilon\right) \mathscr{D}_{s_{3} A}^{s \dagger}\left(\epsilon L^{-1}(p)\right) \\
(A=s, s-1, \ldots,-s) \\
\{p, \underline{A} ; \epsilon \mid \phi)^{*}=(\phi \mid p, \underline{A} ; \epsilon\} ;(\phi \mid p, \bar{A} ; \epsilon\}=\left\{p, \overline{\dot{A}_{i}} ; \epsilon \mid \phi\right)^{*}, \tag{44}
\end{gather*}
$$

where $\mathscr{D}_{s_{3} A}^{s}(L(p))$ is the representation of the inverse boost $L(p)$, taking $p_{\mu}$ to rest, in the $(2 s+1)$-dimensional irreducible representation space of $\overline{\mathrm{SO}_{0}(3,1)}$ (see Ref. 13).

The transformation law for the components of a vector $\phi$ in the canonical basis is ${ }^{2}$
$\left(p s_{3} \mid U(\Lambda, a) \phi\right)=e^{i a_{\mu} p^{\mu}} \sum_{s_{3}^{\prime}} \mathscr{D}_{s_{3} s_{3}^{\prime}}^{s}\left(R\left(\Lambda, \Lambda^{-1} p\right)\right)\left(\Lambda^{-1} p, s_{3}^{\prime} \mid \phi\right)$,
where $U(\Lambda, a)$ is the unitary operator corresponding to the Poincaré transformation $p^{\mu}=\Lambda_{v}^{\mu} p^{\nu}+a^{\mu}$, and $R(\Lambda$, $\left.\Lambda^{-1} p\right)=L(p) \Lambda L^{-1}\left(\Lambda^{-1} p\right)$ is the Wigner rotation. We have for the transformation law of the components of $\phi$ in the spinor basis ${ }^{25}$ :

$$
\begin{align*}
& \{p, \underline{A} ; \epsilon \mid U(\Lambda, a) \phi)=e^{i p_{\mu^{\mu}}} \mathscr{D}_{\underset{A}{s} \bar{B}}^{s}(\Lambda)\left\{\Lambda^{-1} p, \underline{B} ; \epsilon \mid \phi\right), \\
& \left\{p, \overline{\dot{A} ; \epsilon \mid U(\Lambda, a) \phi)=e^{i p_{\mu} \mu^{\mu}} \mathscr{D}_{\underset{A}{B}}^{s \in}(\Lambda)\left\{\Lambda^{-1} p, \overline{\dot{B}} ; \epsilon \mid \phi\right) .} .\right. \tag{45}
\end{align*}
$$

We state the following momentum representation form of the Bargmann-Wigner equations in spinor notation ${ }^{25,26}$ :
$\{p, \underline{A} ; \epsilon \mid \phi)=\hat{p}_{\underline{A} \underline{B}}^{s s}(p, \overline{\dot{B}} ; \epsilon \mid \phi) ;\{p, \overline{\dot{B}} ; \epsilon \mid \phi)=\hat{p}_{\bar{B} \bar{A}}^{s s}(p, \underline{A} ; \epsilon \mid \phi)$
with

$$
\begin{equation*}
\hat{p}_{A \underline{B}}^{s s}=\mathscr{D}_{A B}^{s}\left(\left\{p_{0}+\mathbf{p} \cdot \boldsymbol{\sigma}\right\}\right) . \tag{47}
\end{equation*}
$$

Up to a possible unitary transformation of the Hilbert space which does not affect the $p$ variable, the components of the vector $\phi \in \mathscr{R}^{(s)}$ in the spinor basis,

$$
\frac{1}{\sqrt{2}}\binom{\{p, A ; \epsilon \mid \phi\}}{\{p, \dot{B} ; \epsilon \mid \phi\}},{ }^{25}
$$

can be identified with the Bargmann-Wigner function $\phi\left(p ; \xi, \ldots, \xi_{2 s}\right)$. They have the same transformation laws (45). Also, the infinitesimal generators of the representation of $\mathscr{P}$ acting on the Bargmann-Wigner $\phi\left(p, \xi, \ldots, \xi_{2 s}\right)$ are $^{2}$

$$
P_{\mu}=p_{\mu}, \quad L_{\mu v}=i\left(p_{\mu} \frac{\partial}{\partial p_{v}}-p_{v} \frac{\partial}{\partial p_{\mu}}\right)+S_{\mu \nu}
$$

with $S_{\mu \nu}$ defined by

$$
\begin{equation*}
S_{\mu v}=\sum_{k} S_{\mu v(k)}=\frac{i}{4} \sum_{k}\left[\gamma_{(k)_{\mu}}, \gamma_{(k)_{v}}\right] \quad\left(\gamma_{(k)_{\mu}}=\eta_{\mu v} \gamma_{(k)}^{v}\right) . \tag{48}
\end{equation*}
$$

These relations are simple consequences of the transformation law of the components of $\phi$ in the spinor basis [see Eq. (45)].

In the realization of the representation of $\mathscr{P}$ on
$\mathscr{H}(m, s, \pm)$, the norm (42) corresponds to the following:

$$
\begin{align*}
(\phi, \phi) & =\sum_{s_{3}} \int_{T_{3}} d \Omega_{T_{3}}\left(\phi \mid p s_{3}, \epsilon\right)\left(p s_{3}, \epsilon \mid \phi\right) \\
& =\sum_{\epsilon= \pm} \int \frac{d^{3} p}{2\left|p_{0}\right|}(\phi \mid \overline{\dot{A}} ; \epsilon\} \epsilon^{2 s} \hat{p}_{A B}^{* s s}\{p, \overline{\dot{B}} ; \epsilon \mid \phi) . \tag{49}
\end{align*}
$$

We readily verify, using (38), (39), and (48), that the $\Gamma_{\mu}$ and $S_{\mu v}$ satisfy the commutation relations of the generators for a representation of $\overline{\mathrm{SO}}_{0}(3,2){ }_{\Gamma_{\mu}, S_{\mu}}$. With the replacement $\Gamma_{\mu} \rightarrow-i \Gamma_{\mu}$ in (39), we obtain a representation of $\overline{\mathrm{SO}}_{0}(4,1){ }_{-i \Gamma_{\mu}, S_{\mu v}}$, which is, in general, defined in $\mathscr{L}_{2}\left(T_{3}\right) \otimes C_{(1)}^{4} \otimes C_{(2)}^{4} \otimes \cdots \otimes C_{(25)}^{4}$.

Now we define a mapping $U$ from $\overline{\mathrm{SO}_{0}(4,1)}$ into the set of all linear operators on $\mathscr{L}^{2}\left(T_{3}\right) \otimes C_{(1)}^{4} \otimes \cdots \otimes C_{(2 s)}^{4}$ by
where
$\left(T_{(p, s)}^{\bar{A}} \psi\right)\left(p ; \xi_{1} \cdots \xi_{2 s}\right)$

$$
=\frac{1}{|\mu(\bar{A} ; p / m)|^{3 / 2-s+i \rho}} \psi\left(m \bar{A}-1 p / m ; \xi_{1} \cdots \xi_{2 s}\right)
$$

$$
\begin{equation*}
\left(|\mu(\bar{A} ; p / m)|=\left|a_{6}^{6}\left(\bar{A}^{-1}\right)+\sum_{\mu} a_{\mu}^{6}\left(\bar{A}^{-1}\right) p^{\mu} / m\right|\right) \tag{51}
\end{equation*}
$$

$$
\mathscr{D}_{(i)_{i} \xi_{i}}(A)=\exp \left[-i\left(\frac{1}{2} \omega^{\mu v} S_{\mu v i)}+i \omega^{\rho} \Gamma_{\rho(i)}\right)_{\xi ; \xi_{i}}\right]
$$

We see from (50) that every permutation of the indices $\xi_{1}^{\prime} \ldots \xi_{2 s}^{\prime}$ may be obtained by the same permutation of the factors $\mathscr{D}_{\left(1 \xi_{i} ; \xi_{1}\right.}(A), \ldots, \mathscr{D}_{(2 s) \xi_{2,5}, 5_{5},}(A)$ of $(50)$ and the indices $\xi_{1} \cdots \xi_{2 s}$ in $\psi\left(p ; \xi_{1} \cdots \xi_{2 s}\right)$. Therefore, if $\psi\left(p ; \xi_{1} \cdots \xi_{2 s}\right)$ is symmetric under the interchange of the $\xi_{i}$ 's then so is $\psi^{\prime}\left(p ; \xi_{1}^{\prime} \ldots \xi_{2 s}^{\prime}\right)$. Thus the representation can be considered as a representation in $\mathscr{S}^{(s)}$.

$$
\begin{aligned}
& \text { On } \mathscr{P}^{(1 / 2)} \text { the following operator identity is valid }{ }^{27} \text { : } \\
& i \Gamma_{\mu}=-(1 / 2 m)\left\{P^{\rho}, S_{\rho \mu}\right\}+(i / 2 m) P_{\mu} .
\end{aligned}
$$

Using (41), together with (39) and (48), we can obtain a generalization on $\mathscr{R}^{(s)}$

$$
\begin{align*}
& \psi^{\prime}\left(p ; \xi_{1}^{\prime} \ldots \xi_{2 s}^{\prime}\right) \\
& =[U(A) \psi]\left(p ; \xi_{1}^{\prime} \cdots \xi^{\prime}{ }_{2 s}\right) \\
& =\left(p ; \xi_{i}^{\prime} \ldots \xi_{2 s}^{\prime}\left|\mathscr{D}(A) \widetilde{U}^{0}(A)\right| \psi\right) \\
& =\sum_{\xi_{1} \times\left(\xi_{2 s}=1\right.}^{4} \exp \left[-i\left\{\frac{1}{2} \omega^{\mu v}\left(S_{\mu v}\right)+i \omega^{\rho}\left(\Gamma_{\rho}\right)\right\}_{\xi_{i}^{\prime \xi_{1}}}\right] \\
& \times\left(T_{(\rho, s)}^{\bar{A}} \psi\right)\left(p ; \xi_{1} \cdots \xi_{2 s}\right) \\
& =\sum_{\xi_{1} \cdots \xi_{2 s}=1}^{4} \mathscr{D}_{(11) \xi_{15}^{\prime} \xi_{1}}(A) \mathscr{D}_{\left(21 \xi_{2}^{\prime} \xi_{2}\right.}(A) \cdots \mathscr{D}_{(2 s) \xi_{2}^{\prime}, 5_{25}}(A) \\
& \times\left(T_{(\rho, s)}^{\bar{A}} \psi\right)\left(p ; \xi_{1} \cdots \xi_{2 s}\right) \quad\left(\omega^{\rho}=\omega^{\overline{5} \rho}\right), \tag{50}
\end{align*}
$$

$$
\begin{align*}
i \Gamma_{\mu} & =-(1 / 2 m)\left\{P^{\rho}, S_{\rho \mu}\right\}+i[(2 s) / 2 m] P_{\mu} \\
& =-(1 / \lambda) B_{\mu}^{(s)}+i[(2 s) / 2 m] P_{\mu} \tag{52}
\end{align*}
$$

(40) is an immediate consequence of (52). We will use this result shortly.

Now we determine the form of an $\overline{\mathrm{SO}_{0}(4,1)}$ transformation which leaves (41) invariant: for $A \in \overline{\mathrm{SO}_{0}(4,1)}$ let $U(A)$ be the operator defined by

$$
\begin{equation*}
U(A) \psi\left(p ; \xi_{i}\right)=S(p, A) T_{(\rho, s)}^{\bar{A}} \psi\left(p ; \xi_{i}^{\prime}\right) \tag{53}
\end{equation*}
$$

where $S(p, A)$ affects only the $\xi_{i}$ variables, but may depend upon $p$, and $T_{\{\rho, s)}^{A} \psi\left(p, \xi_{i}^{\prime}\right)$ is defined by (51).

For $A$ a de Sitter transformation we have

$$
\begin{equation*}
\frac{p^{\mu \prime}}{m}=\left(\bar{A}\left(\frac{p^{v}}{m}\right)\right)^{\mu}, \tag{54}
\end{equation*}
$$

with $\bar{A}$ as in (31). The invariance of the Bargmann-Wigner equations means ${ }^{28}$

$$
\begin{equation*}
p_{\mu}^{\prime} \gamma^{\mu} \psi^{\prime}\left(p^{\prime} ; \xi\right)=m \psi^{\prime}\left(p^{\prime} ; \xi^{\prime}\right) \tag{55}
\end{equation*}
$$

with

$$
\begin{equation*}
\psi^{\prime}\left(p^{\prime} ; \xi\right)=U(A) \psi(p ; \bar{\xi}) \tag{56}
\end{equation*}
$$

as in (53). Using (54) and (56), we see that (55) is true if $S$ satisfies

$$
\begin{equation*}
m S(p, A)\left(A^{-1}\left(\frac{p^{\nu}}{m}\right)\right)^{\mu} \gamma_{(k)_{\mu}} S^{-1}(p, A)=p^{\mu} \gamma_{(k)_{\mu}} \tag{57}
\end{equation*}
$$

For $\Lambda$ an element of the Lorentz subgroup, the determination of the $S(\Lambda)$ which satisfy (57) is obtained by first noting that a solution of (57) for transformations involving only the $p, \xi_{k}$ variables ( $k$ fixed) is achieved by the usual choice of the spin- $\frac{1}{2}$ Dirac theory case ${ }^{29}$ :

$$
\begin{align*}
& U_{(k)}(\Lambda) \psi\left(p ; \xi_{1} \cdots \xi_{k} \cdots \xi_{2 s}\right) \\
& \quad=\sum_{\xi_{k}^{\prime}} \exp \left[-\frac{1}{2} i \omega^{\mu v}\left(S_{\mu \Downarrow k)}\right)_{\xi_{k} \xi_{k}^{\prime}}\right] \psi\left(\Lambda^{-1} p ; \xi_{1}^{\prime} \cdots \xi_{k}^{\prime} \cdots \xi_{2 s}^{\prime}\right) \tag{58}
\end{align*}
$$

so that if we let $U(\Lambda)$ be the operator ( 50 ) with

$$
\mathscr{D}_{(i)}(\Lambda)=\exp \left(-\frac{1}{2} i \omega^{\mu v} S_{\mu \nu(i)}\right),
$$

then invariance of each of the equations of (41) is assured. Using (50) and the fact that the $S_{\mu \eta \mid k)}$ 's for different $k$ 's commute with each other, we can rewrite (50) for this $\Lambda$ as
$U(\Lambda) \psi\left(p ; \xi_{1} \cdots \xi_{2 s}\right)$

$$
\begin{equation*}
=\sum_{\xi_{1}^{\prime} \cdots \xi_{2 s}^{\prime}=1}^{4} \exp \left(-\frac{1}{2} i\left\{\omega^{\mu v} S_{\mu \nu}\right\}_{\xi_{\xi} \xi^{\prime}}\right) \psi\left(\Lambda^{-1} p ; \xi_{1}^{\prime} \cdots \xi_{2 s}^{\prime}\right) . \tag{59}
\end{equation*}
$$

Now consider an infinitesimal de Sitter boost $S(A)$ in the $\overline{5}-i$ plane. Let $S_{\bar{S}_{i}}$ denote the infinitesimal generator $S(A)$, so that $S(A) \cong 1-i \omega^{\overline{5}} S_{\overline{\bar{S}_{i}}}$. Using this along with (31), we obtain from (57)

$$
\begin{equation*}
\left[P^{\mu} \gamma_{(k)_{\mu}}, S_{\overline{5}_{i}}\right]=-i\left[(1 / m) P_{i} \gamma_{(k)_{i}}^{\mu} P_{\mu}-m \gamma_{(k)_{i}}\right] \tag{60}
\end{equation*}
$$

Because of (52) a solution to this equation is provided by $+i \Gamma_{i}$ restricted to $\mathscr{R}^{(s)}$. In a similar manner we may establish for an infinitesimal de Sitter boost in the $\overline{5}-0$ plane that $S_{\overline{50}}=+i \Gamma_{0}$ on $\mathscr{R}^{(s)}$ is a sufficient condition for invariance of $(41)$. Using (50) and this result, we see that a sufficient
condition for the invariance of the Bargmann-Wigner equation ( 41 ) under infinitesimal de Sitter boosts is
$U(A) \psi\left(p ; \xi_{1} \cdots \xi_{2 s}\right)$

$$
\begin{equation*}
=\sum_{\xi_{i} ; \xi_{2 s}^{\prime}=1}^{4} \exp \left(-i\left\{\omega^{\mu}\left(+i \Gamma_{\mu}\right)\right\}_{\xi_{\xi} \xi_{i}}\right) T_{\{\rho, s)}^{\bar{A}}\left(p ; \xi_{i}^{\prime} \cdots \xi_{2 s}^{\prime}\right) \tag{61}
\end{equation*}
$$

with $\omega^{\mu}=\omega^{5 \mu}$. By addition and compounding of transformations, we may establish that the desired form of the $\mathrm{SO}_{0}(4,1)$ transformation on $\mathscr{P}^{(s)}$ is identical to the operator $(50)$ in the space $\mathscr{R}^{(s)}$.

Next we make the following definition ${ }^{30}$ :
Definition: A unitary irreducible representation $U$ of a Lie group $\mathscr{B}^{3}$ on a Hilbert space $\mathfrak{F}$ is the range of a function $U$ from $\mathfrak{B}$ into the space of all bounded linear operators on $\mathfrak{y}$ satisfying
(i) Toevery $A \in(\mathscr{S}$ corresponds a unitary operator $U(A)$ on $\mathfrak{W}$;
(ii) for any two elements $A_{1}, A_{2} \in(3)$,
$U\left(A_{2}\right) U\left(A_{1}\right)=U\left(A_{2} A_{1}\right) ;$
(iii) if the sequence $A_{n} \in \mathscr{G}$ converges to $A$, then $U\left(A_{n}\right) \psi$ $\rightarrow U(A) \psi$ for every $\psi \in \mathfrak{I} ;$
(iv) no proper closed linear subspace of $\mathfrak{S}$ is invariant with respect to all the $U(A)$ 's (irreducibility).
With this definition we can prove that (50) defines an irreducible unitary representation of $\overline{\mathrm{SO}_{0}(4,1)}$ on $\mathscr{R}^{(s)}$. The linearity of $U(A)$ is obvious from (50). The homomorphism condition (ii) follows from the multiplication property of the multipliers

$$
\begin{equation*}
\mu\left(\bar{A}_{2}^{-1} ; p\right) \mu\left(\bar{A}_{1}^{-1} ;\left(\bar{A}_{2}^{-1} p\right)\right)=\mu\left(\left(\overline{A_{2} A_{1}}\right)^{-1} ; p\right) \tag{62}
\end{equation*}
$$

so that from (50) and this equation

$$
\begin{align*}
& \left(U\left(A_{2}\right)\left(U\left(A_{1}\right) \psi\right)\right)\left(p ; \xi_{1} \cdots \xi_{2 s}\right) \\
& \quad=\sum_{\xi_{i}^{\prime}} \mathscr{D}_{\xi \xi_{i}}\left(A_{2} \cdot A_{1}\right) T_{(\rho, s)}^{\overline{A_{2} \cdot A_{1}}}\left(p ; \xi_{1}^{\prime} \cdots \xi_{2 s}^{\prime}\right) \\
& \quad=U\left(A_{2} \cdot A_{1}\right) \psi\left(p ; \xi_{1} \cdots \xi_{2 s}\right), \tag{63}
\end{align*}
$$

using the representation property of the $S(A)$ 's. Continuity [(iii)] is verified by checking that (iii) is satisfied for arbitrary matrix elements ${ }^{31}: A_{n} \rightarrow A$ implies $\left(\phi, U\left(A_{n}\right) \psi\right) \rightarrow(\phi, U(A) \psi)$ as complex numbers for any $\phi, \psi \in \mathscr{R}^{(s)}$. Using the definition (42) of the inner product, we see that this "matrix element" convergence is clear from the form (50) of the representation along with the fact that $\mathscr{D}(A, p)_{\xi^{\prime} \xi}\left(T_{(\rho, s)}^{\bar{A}} \psi\right)(p, \xi)$ is a continuous function of the group parameters, $\omega_{a b}$ (recall that $T_{(p, s)}^{\bar{A}}$ is a continuous representation). We consider the notion of the convergence of sequences in $\overline{\mathrm{SO}_{0}(4,1)}$ associated with the topology on this group which is obtained by viewing $\overline{\mathrm{SO}_{0}(4,1)}$ as a surface embedded in $R^{n^{2} 32}$; for the convergence of sequences in $C$ we mean with respect to its usual topology.

We now compute the infinitesimal generators of the representation. Observe that because of $(43) \psi$ can be written as

$$
\begin{equation*}
\psi=\binom{\psi_{1}}{\psi_{2}} \tag{64}
\end{equation*}
$$

with $\psi_{1} \in \mathscr{H}(m, s,+)$ and $\psi_{2} \in \mathscr{H}(m, s,-)$. We have

$$
(\psi, \psi)=\left(\psi_{1}, \psi_{1}\right)_{+}+\left(\psi_{2}, \psi_{2}\right)_{-}
$$

where (, ) ${ }_{+}$and (, ) are the inner product on $\mathscr{R}^{(s)}$ restricted to $\mathscr{H}(m, s,+)$ and $\mathscr{H}(m, s,-)$, respectively. A generalized basis for $\mathscr{H}(m, s,+)$ consists of the vectors $\left.\mid p s_{3}+\right)$; and $\left|p s_{3}-\right|$ is a generalized orthonormal basis for $\mathscr{H}(m, s,-)$, where the $\left.\mid p s_{3} \pm\right)$ are the canonical basis vectors. Elements of $\mathscr{H}(m, s,-)$ in $\mathscr{R}^{(s)}$ correspond to vectors $\psi$ with $\psi_{2}=0$ and elements of $\mathscr{H}(m, s,-)$ in $\mathscr{R}^{(s)}$ are vectors $\psi$ with $\psi_{1}=0$. Let $A$ be an infinitesimal transformation; then, using (50),

$$
U(A)=1-i \omega^{a b} L_{a b}
$$

with

$$
\begin{equation*}
L_{\mu \nu}=M_{\mu v} \cdot I+S_{\mu v} \tag{65}
\end{equation*}
$$

and

$$
\begin{align*}
L_{\bar{s}_{\mu}} & =-\frac{1}{\lambda} B_{\mu}^{(0)} \cdot I+i \Gamma_{\mu}-i \frac{(2 s)}{2 m} P_{\mu} \\
& =-\frac{1}{\lambda}\left(B_{\mu}^{(0)} \cdot I+B_{\mu}^{(s)}\right)=-\frac{1}{\lambda} B_{\mu} \cdot I \tag{66}
\end{align*}
$$

being the generators of the representation.
Next we claim

$$
\begin{equation*}
\left(L_{a b} \phi, \psi\right)=\left(\phi, L_{a b} \psi\right) \tag{67}
\end{equation*}
$$

for any $\psi$ in the domain of $L_{a b}$. The polarization identity (42) and the unitarity of $T_{\rho}^{\bar{A}}$ as defined in (30) and (52) show that (67) amounts to verifying

$$
\begin{align*}
& \left(\left(1+i \epsilon S_{\mu \nu}\right) \psi,\left(1+i \epsilon S_{\mu v}\right) \psi\right)=(\psi, \psi)+O\left(\epsilon^{2}\right) \\
& \left(\left(1+i \epsilon(1 / \lambda) B_{\mu}^{(s)}\right) \psi,\left(1+i \epsilon(1 / \lambda) B_{\mu}^{(s)}\right) \psi\right)=(\psi, \psi)+O\left(\epsilon^{2}\right) \tag{68}
\end{align*}
$$

The first equation can be checked by observing that if both $a, b=1,2,3$, then $S_{\mu \nu}$ is a Hermitian matrix and commutes with $\Pi_{i=1}^{2 s} \gamma_{i}^{0}$. If either $a$ or $b$ is 0 and the other $1,2,3, S_{a b}$ is a skew Hermitian, but it anticommutes with $\Pi_{i=1}^{2 s} \gamma_{i}^{0}$. These same arguments together with the Hermiticity of $P_{\mu}$ suffice to prove the second equation.

Now we show the $U(A)$ 's are bounded operators on $\mathscr{R}^{(s)}$. This is easiest to see by introducing the following inner pro-. duct on $\mathscr{R}^{(s)}$, which is equivalent to $(42)^{2}$ :
$(\phi, \psi)=\int_{T_{3}} d \Omega_{T_{3}}\left|m / p_{0}\right|^{2 s} \sum_{\xi}|(\phi, \psi)|^{2} \quad\left[|(\phi, \psi)|^{2}=\phi^{+} \phi\right]$.
Any $A$ can always be written as the product of rotations in the various $a-b$ planes of projective space. ${ }^{33}$ Therefore, it suffices to prove boundedness for the operators of rotations in the $a-b$ planes. For $a, b=0,1,2,3$ the proof is immediate, since they are just representatives of Lorentz rotations which are even unitary. For a de Sitter boost in any of the $5-\mu$ planes we have according to (69) and (50)

$$
\begin{equation*}
\|U(A) \psi\| \leqslant\left\{\max _{a, b} \mathscr{D}_{a b}(A)\right\}\left\|T_{(\rho, s)}^{\bar{A}} \psi\right\| \quad\left[\|\cdot\|=(\cdot, \cdot)^{1 / 2}\right] \tag{70}
\end{equation*}
$$

since $\mathscr{D}_{a b}(A)$ is just a finite-dimensional matrix. Therefore, we must show $\left\|T_{\{\rho, s)}^{\bar{A}} \psi\right\|<k\|\psi\|$ for any $\psi \in \mathscr{R}^{(s)}$. This is done in Appendix B. Thus the operators of the representation are bounded ones. Since the representation $U$ consists of bounded operators, we know that

$$
\mathfrak{D}=\frac{\cap}{g \in \operatorname{SO}_{d}(4,1)} \mathfrak{D}\left(U^{*}(q)\right)
$$

is dense in $\mathscr{R}^{(s)} \cdot\left[U^{*}(q)=-\frac{1}{2} \omega^{a b} L_{a b}\right.$ and $\mathscr{D}(A)$ stands for the domain of an operator $A$.] Therefore, all of the operators of the Lie algebra $U^{*}(g)$ are symmetric operators in $\mathscr{R}^{(s)}$, and we have a symmetric representation of the Lie algebra of $\mathrm{SO}_{0}(4,1)$ on the Gårding subspace of $\mathfrak{D} .{ }^{34}$

We will now show that the representation of the oneparameter groups of rotations in the $a-b$ planes of projective space are uniformly bounded. A family ofoperators $U(t), t \in \mathbb{R}$, is said to be uniformly bounded on a Hilbert space $\mathfrak{5}$ if there exists a constant $\kappa>0$, independent of $t$, such that
$\|U(t) \psi\| \leqslant \kappa\|\psi\|$ for all $t \in \mathbb{R}$. It is clear that the unitary oneparameter generators of the Lorentz rotations are uniformly bounded. For boosts in the 5-i planes of projective space we know that the $\mathscr{D}(A)$ 's are all products of matrices having sine and cosine or hyperbolic sine and cosine functions as entries and their arguments are restricted to finite intervals. Therefore, all of the $\max _{a, b}\left|\mathscr{D}_{a b}(A)\right|$ are bounded by some real positive number. Combining this with (70) and (B1) shows that each one-parameter family of boosts in the 5-i plane of projective space is uniformly bounded. For the one-parameter family of boosts in the $5-0$ plane of projective space, each $\mathscr{D}(A)=e^{-t \Gamma_{0}}$ satisfies

$$
\max _{a, b}\left|\mathscr{D}_{a b}(A)\right| \leqslant e^{s t} .
$$

[Use (39) and-for simplicity-choose a representation in which $\Gamma_{0}$ is diagonal.] Using (70), (B2), and this result, we obtain

$$
\|U(A) \psi\| \leqslant e^{s t} e^{-s t}\|\psi\|=\|\psi\|
$$

for all $t$. Thus each of the one-parameter groups is represented by a uniformly bounded family of operators.

We have the following theorem whose proof is similar to the proof of Stone's theorem ${ }^{35}$ :

Theorem: Let $U(t)$ be a strongly continuous, uniformly bounded one-parameter group of linear transformations on a Hilbert space $\mathfrak{F}$ such that the infinitesimal generator $A$ of $U(t)$ is a symmetric operator on $\mathfrak{S}$. Then $U(t)$ is a one-parameter group of unitary transformations on $5 \mathfrak{L}$.

Proof: First, $A$ is defined as that operator such that

$$
\text { for } \psi \in \mathscr{D}(A), \quad i A \psi=\lim _{t \rightarrow 0} \frac{U(t) \psi-\psi}{t}
$$

In order to establish the theorem, we use the basic criterion for self-adjointness, namely, that $A^{+} \psi= \pm i \psi$ can have no solutions in $\mathfrak{F} .{ }^{35}$ Suppose there is a $\psi \in \mathscr{D}\left(A^{+}\right)$so that $A^{+} \psi=i \psi$. Then, for each $\phi \in \mathfrak{D}(A)$,

$$
\begin{aligned}
\frac{d}{d t}(U(t) \phi, \psi) & =(i A U(t) \phi, \psi) \\
& =-i\left(U(t) \phi, A^{+} \psi\right) \\
& =-i(U(t) \phi, i \psi) \\
& =(U(t) \phi, \psi) .
\end{aligned}
$$

The complex-valued function $f(t)=(U(t) \phi, \psi)$ satisfies the ordinary differential equation $f^{\prime}=f$. Its solution is $f(t)=f(0) e^{t}$.Since $U(t)$ isuniformlybounded, $\|U(t) \phi\|<\kappa$,so $|f(t)|<\|U(t) \phi\|\|\psi\| \leqslant \kappa\|\psi\|$ (by Schwartz's inequality), which
implies that $f(0)=(\phi, \psi)=0$. Because $\mathfrak{D}(A)$ is dense in $\mathfrak{\mathscr { E }}$, $\psi=0$. Likewise we may show $A^{+} \psi=-i \psi$ has no solutions in $\mathfrak{5}$. Therefore, $A$ is essentially self-adjoint on $\mathfrak{D}(A)$. But then by the converse of Stone's theorem, ${ }^{35}$ for each $t \in \mathbb{R}$, $\widetilde{U}(\tilde{t})=e^{\bar{A} t}$ is a strongly continuous unitary operator $(\bar{A}$ is the self-adjoint closureof $A$ ). Since $\widetilde{U}(t)$ and $U(t)$ agreeon adense domain and are both bounded, they must be equal. QED

For each one-parameter group of rotations in the $a-b$ plane, let $U_{k}(t)$ denote the representative determined by (51). It satisfies the hypotheses of the theorem, so it is a one-parameter unitary group. Any $U(A)$ can be written as a product of the $U_{k}(t)$ 's, and the reader can easily convince himself that the product of unitary operators is unitary. This proves condition (i). Irreducibility can be proven by demonstrating the unitary equivalence of this representation with another one which is shown to be irreducible. We do this in Appendix A.

If we choose

$$
\begin{equation*}
\rho=\sqrt{m^{2} / \lambda^{2}} \tag{71}
\end{equation*}
$$

in (37), we obtain for the $(1 / \lambda) B_{\mu}$ 's in (66)

$$
\begin{equation*}
(1 / \lambda) B_{\mu}=(1 / \lambda)\left[P_{\mu}+(\lambda / 2 m)\left\{P^{\rho}, L_{\rho_{\mu}}\right\}\right] \tag{72}
\end{equation*}
$$

From this we conclude that the infinitesimal generators acting on an arbitrary vector $\psi=\binom{\psi_{1}}{\psi_{2}}$ in $\mathscr{R}^{(s)}$, which is in their common invariant domain, may be written as the matrix operators

$$
\begin{align*}
& L_{\mu \nu} \times I \\
& -(1 / \lambda) B_{\mu} \times I \tag{73}
\end{align*}
$$

where $L_{\mu \nu}$ and $B_{\mu}$ are given by (65) and (72), respectively.
From (73) it seems that the subspaces $\mathscr{H}(m, s,+)$ and $\mathscr{H}(m, s,-)$ are invariant under the entire group (exponentiate). This is not so! We show in the appendix that the $e^{-i \omega\left\{(1 / \lambda) B_{i}\right\}}$, in fact, do not leave $\mathscr{H}(m, s,+)$ and $\mathscr{H}(m, s,-)$ invariant. ${ }^{36}$

Finally we shall carry this representation of $\overline{\mathrm{SO}_{0}(4,1)}$ over into $\overline{\mathscr{R}}^{(s)}=\mathscr{H}(m, s,+) \oplus \mathscr{H}(m, s,+)$. For this purpose we introduce the linear operator $\theta: \mathscr{R}^{(s)} \rightarrow \overline{\mathscr{R}}^{(s)}$ defined by its action on the canonical basis:

$$
\begin{equation*}
\theta\binom{\mid p s_{3}+1}{\mid p s_{3}-1}=\binom{\mid p s_{3}+1}{\mid-p s_{3}+1} . \tag{74}
\end{equation*}
$$

This mapping is readily demonstrated to be unitary as an operator from $\mathscr{R}^{(s)}$ to $\overline{\mathscr{R}}^{(s)}$. From (74) it follows that

$$
\bar{P}_{\mu}=\theta\left(\begin{array}{ll}
P_{\mu} & 0  \tag{75}\\
0 & P_{\mu}
\end{array}\right) \theta^{-1}=\left(\begin{array}{ll}
P_{\mu} & 0 \\
0 & -P_{\mu}
\end{array}\right)
$$

The form of the generators of the Lorentz subgroup acting on wave functions $\phi\left(p s_{3} ; \pm\right)=\left(p s_{3} ; \pm \mid \phi\right)$ are given by ${ }^{37}$

$$
\begin{aligned}
L_{j k} & =-i\left(P_{j} \frac{\partial}{\partial p_{k}}-P_{k} \frac{\partial}{\partial p_{j}}\right)+S_{j k} \\
L_{0 i} & =N_{i}=-i P^{0} \frac{\partial}{\partial p_{i}}-\left[(\mathbf{P} \times \mathbf{S})_{i} / P^{0}+\epsilon m\right] \\
\left(S_{i}\right. & \left.=\epsilon_{i j k} S_{j k}\right)
\end{aligned}
$$

From these equations and (74) it follows that

$$
\bar{L}_{\mu \nu}=\theta\left(\begin{array}{ll}
L_{\mu \nu} & 0  \tag{76}\\
0 & L_{\mu \nu}
\end{array}\right) \theta^{-1}=\left(\begin{array}{ll}
L_{\mu \nu} & 0 \\
0 & L_{\mu \nu}
\end{array}\right)
$$

Using (72),

$$
\frac{1}{\lambda} \bar{B}_{\mu}=\theta \frac{1}{\lambda}\left(\begin{array}{ll}
B_{\mu} & 0  \tag{77}\\
0 & B_{\mu}
\end{array}\right) \theta^{-1}=\frac{1}{\lambda}\left(\begin{array}{ll}
B_{\mu} & 0 \\
0 & -B_{\mu}
\end{array}\right) .
$$

Because of the unitarity of $\theta$, the representation $U(A)$ of $\mathrm{SO}_{0}(4,1)$ on $\mathscr{R}^{(s)}$ and $\bar{U}(A)=\theta U(A) \theta^{-1}$ on $\overline{\mathscr{R}}^{(s)}$ are equivalent.

Using (76) and (77) for $\bar{L}_{\mu \nu}$ and $\bar{B}_{\mu}$, we will find the following expressions for the Casimir operators (9) and (10) of $\mathrm{SO}_{0}(4,1)$ on $\overline{\mathscr{R}}^{(s)}$ :

$$
\begin{align*}
& \lambda^{2} Q_{1}=\left\{m^{2}+\frac{9}{4} \lambda^{2}-\lambda^{2} s(s+1)\right\} \cdot I,  \tag{78}\\
& \lambda^{2} Q_{2}=\left\{\left(m^{2}+\frac{1}{4} \lambda^{2}\right) s(s+1)\right\} \cdot I . \tag{79}
\end{align*}
$$

A comparison of these equations with (15) and (16) shows that the irreducible representation which we have constructed is

$$
\left(\sqrt{m^{2} / \lambda^{2}}, s\right)
$$

We have thus succeeded in proving the integrability of the representation of the Lie algebra of $\overline{\mathrm{SO}_{0}(4,1)}$ defined on a dense subspace $\mathscr{D}$ of $\overline{\mathscr{R}}^{(s)}$ and which is generated by (76) and (77) with $L_{\mu \nu}$ and $B_{\mu}$ given by (65) and (72), a result first conjectured by Böhm. ${ }^{8}$

## VI. CONCLUSIONS

We have constructed on $\overline{\mathscr{R}}^{(s)}$
$=\mathscr{H}(m, s,+) \oplus \mathscr{H}(m, s,+)$ the principal series UIR
$\left(\sqrt{m^{2} / \lambda^{2}}, s\right)$
of $\overline{\mathrm{SO}_{0}(4,1)}$; the advantage of using $\overline{\mathscr{R}}^{(s)}$ instead of $\mathscr{R}^{(s)}$ is that negative energy states are avoided.

Besides providing a very simple derivation of the principal series UIR's of $\overline{\mathbf{S O}_{0}(4,1)}$, the advantage of our method is that, at every stage in the construction, the geometrical and physical meaning is brought out. For example, (52) gives the following interpretation to the Dirac matrices, $\Gamma_{\mu}: \operatorname{im} \Gamma_{\mu}$ equals $\frac{1}{2} i P_{\mu}$ minus the "internal" or "spin" part, $(1 / \lambda) B_{\mu}^{(s)}$, of the generators of the de Sitter boosts, on any physical system whose states are described by solutions of the Dirac equation. It also reveals an interesting but little-known $\overline{\mathrm{SO}_{0}(4,1)}$ symmetry of the Dirac equation. The possibility of such a symmetry could have been seen from the fact that the $S_{\mu v}$ and $-i \Gamma_{\mu}$ 's form an $\overline{\mathrm{SO}_{0}(4,1)}{ }_{-i \Gamma_{\mu}, S_{\mu v}}$. Supposing this to be the spin part of the symmetry group, the only possible choice for the oribtal part of the generators which are linear differential operators on momentum space are the $M_{\mu \nu}^{(0)}$ and $M_{5_{\mu}}^{101}$ 's $(\rho=0)$ up to addition of quantities which commute with the Dirac equation. The fulfillment of the conditions for a principal series UIR $\left(\sqrt{m^{2} / \lambda^{2}}, s\right)$, as given in the definition, force us to $(50)$ as the only possibility. The physical meaning of the de Sitter boosts is still unclear.

An interesting question is whether or not our method generalizes to an explicit construction for certain UIR's of $\mathrm{SO}_{0}(n, 1)$ and $\mathrm{SO}(p, q)$. The generalization to $\mathrm{SO}_{0}(n, 1)$ would consist in replacing $T_{3}$ by $T_{n-1}$ and using higher dimensional spin structures. The generalization to $\mathrm{SO}_{0}(p, q)$ would be in replacing $T_{3}$ by a hyperboloid $H_{(p-1, q)}$ in $M_{p-1, q}$ :
$H_{(p-1, q)}=\left\{p_{\mu} \mid \Sigma_{i=1}^{q}\left(p_{i}\right)^{2}-\Sigma_{i=q}^{p+q}\left(p_{i}\right)^{2}\right\}$, and again using a different spin structure, that associated with the Clifford algebras, in $M_{p-1, q} \cdot{ }^{23}$ Also how would our construction compare to other methods of constructing representations of $\mathrm{SO}_{0}(p, q)$, such as those which consider the decomposition of the regular representation acting on $\mathscr{L}^{2}\left(\mathrm{SO}_{0}(p, q) /\right.$ $\left.\mathrm{SO}_{0}(p, q-1)\right)^{38}$

Finally we comment on a possible physical consequence of the doubling of states. We may consider a physical system, the relativistic rotator model, ${ }^{6}$ which consists in replacing $\left(P_{\mu} P^{\mu}\right)^{1 / 2}$ by $\left(\lambda^{2} Q_{1}\right)^{1 / 2}$ as the relativistic Hamiltonian of an elementary particle, with mass $m$ and spin $s$. A possible complete set of (esa) commuting operators ${ }^{39}$ for this system is

$$
\left(\lambda^{2} Q_{1}\right)^{1 / 2}, W, \mathbf{L}^{2}+\mathbf{B}^{2}, \mathbf{L} \cdot \mathbf{B}, B_{3}, L_{3}
$$

The space on which these operators act irreducibly cannot be $\mathscr{H}(m, s,+)$ or $\mathscr{H}(m, s,-)$ because $B_{3}$ is not essentially selfadjoint on these spaces. From the results of the preceding sections, we see that the Hilbert space can be chosen to be $\mathscr{H}=\mathscr{H}(m, s,+) \oplus \mathscr{H}(m, s,+)$. As another complete set of commuting observables we may take

$$
P_{\mu} P^{\mu}, W, W_{3}, P_{\mu}, \Sigma
$$

which correspond to the usual observables of an elementary particle, together with an operator $\Sigma$ which distinguishes between the two $\mathscr{H}(m, s,+)$ 's. The symmetry group or "dynamical group" of this model is $\overline{\mathrm{SO}_{0}(4,1)}$. It is possible, at least for baryons, to identify $\Sigma$ with the operator of electric charge. ${ }^{7}$

The question of the observability of $B_{3}$ is similar to the question of whether a precise description of the zitterbewegung in the Dirac theory of the electron in terms of "microscopic" dynamical variables is possible. The general viewpoint is that such an attempt is somewhat irrelevant. For when the Dirac equation is being interpreted at the one-particle level, the only Hermitian operators which can represent observable quantities are those which leave invariant the spaces of positive and negative energy solutions of the equation. ${ }^{40}$ The position operator $x_{i}$ and the $B_{i}$ 's do not satisfy this criterion, and so it would seem, according to the general view, they are only unobservable mathematical curiosities. However, at least for $x_{i}$, it can be argued that there are observable effects associated with it. ${ }^{40}$ For example, it is $A_{\mu}(x)$ that appears in the formula of minimal substitution when electromagnetic interactions are brought in. Also it is $x_{i}$ together with $t$ which form a 4-vector, a fact of great importance in any attempt at a completely relativistic theory. ${ }^{41}$ Perhaps the $B_{\mu}$ 's are quantities associated with a new "microscopic" geometry of the Dirac theory and can be related to some observable effect.
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## APPENDIX A: PROOF OF IRREDUCIBILITY OF THE REPRESENTATION OF $\overline{\mathbf{S O}_{0}(4,1)}$ On $\mathscr{R}^{(s)}$

First we construct a representation of $\mathrm{SO}_{0}(4,1)$ in the Hilbert space of $\mathscr{L}^{2}$-functions on the unit sphere:
$S_{3}=\left\{\hat{u} \in \mathbb{R}^{4} \mid \hat{u}^{\mu} \hat{u}_{\mu}=\hat{u}_{0}^{2}+\hat{u}_{1}^{2}+\hat{u}_{2}^{2}+\hat{u}_{3}^{2}=1\right\} \quad$ in $\mathbb{R}^{4}$.
Analogous to the discussion in Sec. III, we may describe the projective transformations of $\mathbb{R}_{4}$ which leave invariant $S_{3}$, it is again an $\mathrm{O}(4,1) .{ }^{18}$ The formula of the projective transformation is the same as in (25) except that the indefinite metric is no longer used. The representation on $\mathscr{L}^{2}\left(S_{3}\right)$ is defined just as in (30) and ( 31 ) (with $\vec{\xi}$ replaced by $\hat{u}$ ), except this time the Jacobian of the transformation (26) never vanishes. Introducing $u=m \hat{u}$, the generators of roiations in the various planes of projective space can be calculated similarly as in (36) and (37), but now contraction of two operators is with respect to the four-dimensional Euclidean metric and $Q_{\mu}$ $=i \partial / \partial u_{\mu}$. (Note that all of the de Sitter boosts are hyperbolic for this case.) We denote the generators by the same symbols as in (36) and (37) except with carets placed over them.

Next we define a representation of $\overline{\mathrm{SO}_{0}(4,1)}$ on $\mathscr{L}_{2}\left(S_{3}\right) \otimes C_{1}^{4} \otimes C_{(2)}^{4} \otimes \cdots \otimes C_{(2 s)}^{4}$. We introduce the quantities $\hat{\gamma}_{\mu(k)}$ which satisfy

$$
\left\{\hat{\gamma}_{(k)}^{a}, \hat{\gamma}_{(l)}^{b}\right\}=2 \delta_{(k)}^{a b} \delta_{k l}
$$

i.e., the generators of the Clifford algebra corresponding to the Riemannian space, $\mathbb{R}^{4}{ }^{23}$ We define $\hat{\Gamma}^{\mu}$ as in (39) except the $\gamma_{\mu(k)}$ 's in these equations are replaced by $\hat{\gamma}_{\mu(k)}$ 's. The $\hat{\Gamma}_{\mu}$ 's and

$$
S_{\mu v}=-\frac{i}{4} \sum_{k}\left[\hat{\gamma}_{(k)_{\mu}}, \hat{\gamma}_{(k)_{v}}\right]
$$

can all be chosen Hermitian (consider the representation $\hat{\gamma}_{0}=\gamma_{0}, \hat{\gamma}_{i}=\alpha_{i}$ ). The $\hat{S}_{\mu \nu}$ satisfy the commutation relations of the Lie algebra of $\overline{\mathrm{SO}}_{0}(4)_{\hat{S}_{\mu \nu}}$ and the $\hat{S}_{\mu \nu}$ along with $-i \hat{\Gamma}_{\mu}$ give an $\overline{\mathrm{SO}}_{0}(4,1)_{\hat{S}_{\mu,},-i \hat{\Gamma}_{\mu}}$. We have

$$
\left(1 / \lambda \mid \widehat{B}_{\mu}^{(s)}=(1 / 2 m)\left\{\hat{P}^{\rho}, \widehat{S}_{\rho \mu}\right\}=i \widehat{\Gamma}_{\mu}-i[(2 s) / 2 m] \hat{P}_{\mu}\right.
$$

as the analog of (52). It is needed in order to prove invariance of the representation defined below.

Now we consider the Hilbert space completion of the set [inner product is given by $\left(42^{\prime}\right)$ ] of all completely symmetric wavefunctions $\psi\left(u ; \zeta_{1} \cdots \zeta_{2 s}\right)\left(\zeta_{k} \in C_{(k)}^{4}\right)$ which satisfy the Bargmann-Wigner equations $\left(\hat{\gamma}_{(k)}^{\mu} \hat{p}_{\mu}-m\right) \psi=0$
$(k=1, \ldots, 2 s)$. Denote this space by ${ }^{\prime} \hat{R}^{(s)}$. Define the representation $\hat{U}$ of $\overline{\mathrm{SO}_{0}(4,1)}$ by (50) except replace everywhere $p$ by $u$ and $\xi$ by $\zeta$,

$$
\begin{align*}
& {[\hat{U}(\hat{A}) \psi]\left(u ; \zeta_{i}^{\prime} \cdots \zeta_{2 s}^{\prime}\right)} \\
& \quad=\sum \exp \left[-i\left(\frac{1}{2} \hat{\omega}^{\mu v} \hat{S}_{\mu v}+i \hat{\omega}^{\rho} \hat{\Gamma}_{\rho}\right)_{\zeta_{i}^{\prime} \xi_{i}}\right] \\
& \quad \times T_{(\rho, s)}^{\bar{A}} \psi\left(u ; \zeta_{1} \cdots \zeta_{2 s}\right) \quad\left(\hat{\omega}^{\mu}=\hat{\omega}^{5 \mu}\right) \tag{A1}
\end{align*}
$$

We verify, in the same way as for $\mathscr{R}^{(s)}$, that $\widehat{\mathscr{R}}^{(s)}$ is invariant under the action of this representation. Since, for this case, the multiplier is a continuous never-vanishing function on the compact set $S_{3},{ }^{18}$ it obtains a nonzero minimum and the representation is easily shown to be bounded with respect to the inner product

$$
\langle\phi, \psi\rangle=\int_{s_{3}}\left(\sum_{\xi} \phi^{*} \psi\right) d \Omega_{s_{3}}
$$

Unitarity is proved by using the theorem and also Eq. (52'). We can easily verify the $\hat{U}(\hat{A})$ 's satisfy the homomorphism property of a representation. Therefore, this defines a representation on $\widehat{\mathscr{R}}^{(s)}$ which satisfies conditions (i)-(iii) of the definition.

At this point we must construct the positive mass UIR's of the four-dimensional Euclidean group (actually its covering group), $\overline{\mathrm{E}}(4)$, analogous to Wigner's construction of the UIR's of $\overline{\mathscr{P}}$ by Frobenius' method of induced representations. We introduce the canonical basis of vectors $\left|u, s_{3} s\right\rangle$ defined as ${ }^{13}$

$$
\begin{aligned}
\left|u_{3}, s_{3} s\right\rangle & =\widehat{U}^{-1}(\hat{L}(u))\left|(m, \mathbf{0}) s_{3} s\right\rangle \\
& \left.\left.\left.=\widehat{U}^{-1}(\widehat{L}(u))| |(m, \mathbf{0})\right\rangle \otimes \mid s_{3} s\right)\right\rangle
\end{aligned}
$$

where $\hat{L}^{-1}(u)$ is the compact analog of the Lorentz boost, i.e., $\widehat{L}^{-1}(u):(m, 0) \rightarrow\left(u_{0}, \mathbf{u}\right) \in S_{3}$. Proceeding as in Ref. 13, we obtain the desired form of the representation of $\overline{\mathrm{E}}(4)$ : Let $(\hat{\Lambda}, \hat{a}) \in \overline{\mathrm{E}}(4)$; then

$$
\widehat{U}(\hat{\Lambda}, \hat{a})\left|u s_{3} s\right\rangle=e^{i u \cdot \hat{a}} \sum_{s_{3}} \mid\left(\hat{\Lambda} u\left|s_{3}^{\prime} s\right\rangle \mathscr{\mathscr { P }}_{s_{3}^{\prime} s_{3}}(\hat{\mathscr{R}})\right.
$$

where

$$
\widehat{\mathscr{R}}=\widehat{L}(\hat{\Lambda} u) \hat{\Lambda} \widehat{L}^{-1}(u)=\widehat{R}(\hat{\Lambda}, u)
$$

is a rotation in the three-dimensional spaces of $u_{0}=$ const and

$$
\mathscr{D}_{s_{\}}^{\prime} s_{3}}(\hat{R})=\exp \left[-i\left(\frac{1}{2} \omega^{i j \hat{S}_{i j}}\right)_{s_{3}^{\prime} s_{3}}\right]
$$

$\omega_{i j}$ being the parameters of the rotation $\widehat{\mathscr{R}}$. This defines a unitary representation on $\hat{\mathscr{H}}(m, s)$, the Hilbert space completion of the set of all vectors, $\psi$, in the linear span of the $\left|u s_{3} s\right\rangle$ 's whose components with respect to this generalized basis satisfy

$$
\langle\psi, \psi\rangle=\sum_{s_{3}} \int_{s_{3}} d \Omega \psi^{*}\left(u ; s_{3}\right) \psi\left(u, s_{3}\right)<\infty .
$$

[ $\langle$,$\rangle denotes the inner product on \hat{\mathscr{H}}(m, s)$ which makes the $\left|u s_{3} s\right\rangle$ 's "orthonormal."] The method of proof used in Ref. 22 to demonstrate the equivalence of the representations of $\overline{\mathscr{P}}$ on $\mathscr{H}(m, s,+) \oplus \mathscr{H}(m, s,-)$ and $\mathscr{R}^{(s)}$ can be applied in essentially the same way to demonstrate the unitary equivalence of this representation of $\overline{\mathrm{E}}(4)$ on $\hat{\mathscr{H}}(m, s)$ and the one defined on $\widehat{\mathscr{B}}^{(s)}$ as follows:
$\left.\hat{U}(\hat{\lambda}, \hat{a}) \psi u ; \xi_{i}^{\prime}\right)$

$$
=e^{-i u_{u} \hat{a}} \sum_{\xi_{i}} \exp \left[-\frac{1}{2} i\left(\hat{\omega^{\mu}} \hat{S}_{\mu \nu}\right)_{\xi ; \xi_{i}}\right] \psi\left(\hat{\Lambda}-{ }^{-} u_{i} ; \xi_{i}\right),
$$

where $\omega^{\mu \nu}$ are the parameters of the $\overline{\mathrm{SO}_{0}(4)}$ transformation $\hat{\Lambda}$.

Next we prove irreducibility of the representation of $\overline{\mathrm{SO}_{0}(4,1)}$ on $\hat{\mathscr{H}}(m, s)$. For this we must know the UIR's of $\overline{\mathrm{SO}_{0}(4)}$; they are characterized by two numbers $\pm j_{0}\left(j_{0}>0\right)$ and $c$, where $j_{0}=\frac{1}{2}, \frac{3}{2}, \cdots$ or, $0,1,2, \cdots$ and $c=j_{0}+n$, $n=1,2, \cdots{ }^{42}$ We denote the characters of the UIR's by $X^{\left[c-1, j_{o}\right]} .{ }^{43}$ We can introduce a basis in a UIR space $\mathscr{H}\left( \pm j_{0}, c\right)$ of $\overline{\mathbf{S O}_{0}(4)}$ which diagonalizes $\overline{\mathrm{SO}_{0}(3)}$; it is denoted by

$$
\begin{equation*}
\left|j_{3} j ;\left( \pm j_{0}, c\right)\right\rangle, \quad j_{3}=j, j-1, \ldots,-j, \quad j=j_{0}, j_{0}+1, \ldots, c-1 \tag{A2}
\end{equation*}
$$

The values of the Casimir operators in $\mathscr{H}\left( \pm j_{0}, c\right)$ are

$$
\begin{align*}
& \left.Q_{1}^{\mathrm{SO}(4)}\left|j_{3} j ;\left( \pm j_{0}, c\right)\right\rangle=\left(j_{0}^{2}+c^{2}-1\right) \mid j_{3} j ;\left( \pm j_{0}, c\right)\right)  \tag{A3}\\
& Q_{2}^{\mathrm{SO}(4)}\left|j_{3} j ;\left( \pm j_{0}, c\right)\right\rangle= \pm j_{0} c\left|j_{3} j ;\left( \pm j_{0}, c\right)\right\rangle \tag{A4}
\end{align*}
$$

To prove irreducibility, we will show that the Lie algebra of $\widehat{U}\left(\overline{\mathrm{SO}_{0}(4,1)}\right)$ satisfies the following conditions:
(i) There exists a dense subspace $\widehat{\mathscr{D}}(m, s)$ of $\hat{\mathscr{H}}(m, s)$ which is invariant with respect to the Lie algebra of $\widehat{U}\left(\overline{\mathrm{SO}_{0}(4,1)}\right)$; and, furthermore, all of the generators $\widehat{B}_{\mu}, \widehat{L}_{\mu \nu}$ along with the Nelson operator

$$
\mathfrak{N}=\sum_{\mu} \widehat{B}_{\mu} \widehat{B}_{\mu}+\frac{1}{2} \sum_{\mu, \nu} \widehat{L}_{\mu \nu} \widehat{L}_{\mu \nu}
$$

are essentially self-adjoint on $\widehat{\mathscr{D}}(m, s)$.
(ii) Every irreducible representation $\mathscr{H}\left( \pm j_{0}, c\right)$ with $j_{0}=s, s-1, \cdots \geqslant 0$ and $s+1 \leqslant c$ of the Lie algebra of $\overline{\mathrm{SO}_{0}(4,1)}$ lies completely in $\widehat{\mathscr{D}}(m, s)$.
(iii) Every irreducible representation space $\mathscr{H}\left( \pm j_{0}, c\right)$, if it occurs in $\mathscr{\mathscr { D }}(m, s)$, occurs at most once.
(iv) The vectors $\left|j_{j} ;\left( \pm j_{0}, c\right)\right\rangle$ form a complete orthonormal basis in $\hat{\mathscr{H}}(m, s)$.
(v) The generators $\hat{L}_{\mu v}$ acting on the basis vectors $\left|j_{3} j ;\left( \pm j_{0}, c\right)\right\rangle$ are given by

$$
\begin{aligned}
& \hat{J}_{q}\left|j_{3} j ;\left( \pm j_{0}, c\right)\right\rangle \\
& \quad=-[j(j+1)]^{1 / 2}\left\langle 1 q j j_{3} \mid 1 j_{3}+q\right\rangle\left|j_{3}+q j\left( \pm j_{0}, c\right)\right\rangle, \\
& \hat{N}_{q}\left|j_{3} j ;\left( \pm j_{0} c\right)\right\rangle \\
& \quad=\left\{\left[(j+1)^{2}-j_{0}^{2}\right]\left[(j+1)^{2}-c^{2}\right] /(2 j+3)(j+1)\right\}^{1 / 2} \\
& \quad \times\left\langle 1 q j j_{3} \mid 1 j j+1 j_{3}+q\right\rangle \mid j_{3}+q, j+1 ;\left( \pm j_{0} c_{0}\right\rangle \\
& \quad \pm i\left\{j_{0} c /[j(j+1)]^{1 / 2}\right\}\left\langle 1 q j j_{3} \mid 1 j j_{3}+q\right\rangle\left|j_{3}+q, j ;\left( \pm j_{0} c\right)\right\rangle \\
& \quad-\left[\left(j^{2}-j_{0}^{2}\right)\left(j^{2}-c^{2}\right) /(2 j-1) j\right]^{1 / 2} \\
& \quad \times\left\langle 1 q j j_{3} \mid 1 j j-1 j_{3}+q\right\rangle\left|j_{3}+q, j ;\left( \pm j_{0}, c\right)\right\rangle .
\end{aligned}
$$

$\left[q=0, \pm_{\hat{A}} 1\right.$ with $\widehat{J}_{0}=\hat{L}_{12}, \widehat{J}_{ \pm}=+(1 / \sqrt{2})\left(\hat{L}_{23} \pm i \hat{L}_{31}\right)$ and $\left.\hat{N}_{Q}=\hat{L}_{30}, \widehat{N}_{ \pm}=\mp(1 / \sqrt{2})\left(\hat{L}_{10} \pm i \hat{L}_{20}\right)\right]$; and the generators $\widehat{B}_{\mu}$ acting on these basis vectors are given as in Table II of Ref. 8. $\left(\langle | q j_{3}| | j j j+q\right\rangle$ etc. are Clebsch-Gordan or vector coupling coefficients as given in Edmonds. ${ }^{51}$

That these conditions determine the UIR

$$
\left(\sqrt{m^{2} / \lambda^{2}}, s\right)
$$

of $\overline{\mathrm{SO}_{0}(4,1)}$ can be seen from the decomposition of this UIR into UIR's of its maximal compact subgroup $\overline{\mathrm{SO}_{0}(4)}$ written formally as

$$
\begin{align*}
& \mathscr{H}\left(\sqrt{m^{2} / \lambda^{2}}, s\right) \\
& \quad=\sum_{c>s+1} \sum_{\substack{j_{1}=0,1, \ldots \\
j_{1}=1 / 2.3 / 2, \cdots}}^{s} \oplus\left(\mathscr{H}\left(+j_{0}, c\right) \oplus \mathscr{H}\left(-j_{0}, c\right)\right), \tag{A5}
\end{align*}
$$

which we infer from the results of Ref. 8 or 16. Conditions (ii)-(iv) show that $\widehat{\mathscr{R}}^{(s)}$ and $\mathscr{H}\left(\sqrt{m^{2} / \lambda^{2}}, s\right)$ are equivalent as Hilbert spaces, and (i) and (v) show that the representation of $\overline{\mathrm{SO}}{ }_{0}(4)$ on $\hat{\mathscr{R}}^{(s)}$ is in completely reduced form with the expression for the generators of $\overline{\mathrm{SO}_{0}(4,1)}$ being the same as in a UIR (cf. Ref. 8). Therefore, they determine equivalent representations.

Condition (i) is true because of Nelson's theorem. ${ }^{44}$ In order to prove (ii)-(iv) we describe the $\overline{\mathrm{E}}(4)$ analog of Joos' results on the decomposition of a UIR of $\overline{\mathscr{P}}$ with respect to $\overline{\mathrm{SO}_{0}(3,1)}{ }^{45}$ i.e., the decomposition of a positive mass UIR of $\overline{\mathrm{E}}(4)$ with respect to $\overline{\mathrm{SO}_{0}(4)}$.

We consider the set of vectors $\left|j_{3}, j ;\left( \pm j_{0}, c\right), \eta\right\rangle$ which reduce $\overline{\mathbf{S O}_{0}(4)}$ :

$$
\begin{align*}
& \left|j_{3}, j ;\left( \pm j_{0}, c\right), \eta\right\rangle \\
& \quad=\sum_{s_{3}} \int_{s_{3}} d \Omega\left|u, s_{3} ;(M, s)\right\rangle\left\langle u, s_{3} ;(M, s) \mid j_{3}, j ;\left( \pm j_{0}, c\right) \eta\right\rangle \tag{A6}
\end{align*}
$$

( $\eta$ is a parameter labeling the possible multiplicity).
For $s=0$, (A3) and (A4) give the following simultaneous eigenvalue equations for the transformation coefficients in (A6) $\left(j_{0}=0\right)^{46}$ :

$$
\begin{align*}
& \widehat{J}_{0}\left(u\left|j_{3}, j ;(0, c), \eta\right\rangle=j_{3}<u\left|j_{3}, j ;(0, c), \eta\right\rangle\right.  \tag{A7a}\\
& \left.\left.\widehat{J}^{2}\left\langle u \mid j_{3}, j ;(0, c), \eta\right\rangle=j(j+1)\langle u| j_{3}, j ; j 0, c\right), \eta\right\rangle  \tag{A7~b}\\
& Q_{1}^{\mathrm{sO}(4)}\left\langle u \mid j_{3}, j ;(0, c), \eta\right\rangle=\left(c^{2}-1\right)\left\langle u \mid j_{3}, j ;(0, c), \eta\right\rangle \tag{A7c}
\end{align*}
$$

where $Q_{1}^{\text {sO(4) }}=\widehat{J}^{2}+\widehat{N}^{2}$.
Normalized solutions in $\mathscr{L}^{2}\left(S_{3}\right)\left(=\widehat{\mathscr{R}}^{(0)}\right)$ of these equations are the four-dimensional spherical harmonics,
$\langle u| j_{3}, j ;\{0, c i\rangle=\bar{Y}_{c j j}^{(\hat{\mu})}$, given by ${ }^{47}$

$$
\begin{align*}
& \bar{Y}_{c i j j_{3}}^{(\hat{u})}=Y_{c j j_{3}}(u)=\frac{1}{M^{3 / 2}}\left[\frac{c(c+j)!}{(c-1-j)!}\right]^{1 / 2}\left(\frac{M}{|\mathbf{u}|}\right)^{1 / 2} \\
& \quad \times Y_{j}^{j_{3}}\left(\frac{\mathbf{u}}{|\mathbf{u}|}\right) P_{c-1 / 2}^{-(j+1 / 2)}\left(\frac{\left|u_{0}\right|}{M}\right) \\
& c=1,2, \cdots, \quad j=0,1, \ldots, c-1, \quad j_{3}=-j,-j+1, \ldots, j, \tag{A8}
\end{align*}
$$

with $M^{2}=u_{0}+\mathbf{u}^{2}$ the four-dimensional sphere, $S_{3}$,
$Y_{j}^{j_{3}}(\mathbf{u} /|\mathbf{u}|)$ denoting the three-dimensional spherical harmonic, and $P_{c-1 / 2}^{-(j+1 / 2)}(x)$ being a Legendre function having real parameters $c-\frac{1}{2}$ and $\left.-\left(j+\frac{1}{2}\right)\right)^{48}$ The normalization factor, necessary to ensure orthonormality of the $Y_{c i j}$ 's,

$$
N(c, j)=\left[c(c+j)!/ M^{3}(c-1-j)!\right]^{1 / 2}
$$

follows from the orthonormality properties of the three-dimensional spherical harmonics and the Legendre functions.

The general case $(s \neq 0)$ is considerably more complicated. From the definition of the spinor base of $\bar{E}(4)$ [replace $p$ by $u$ in (44) and neglect the factor of $\epsilon$ ], we obtain the following transformation coefficients on which we base our discussion ${ }^{49}$ :

$$
\begin{align*}
& \left\{u, \underline{A} ;(M, s)\left|j_{3}, j ;\left( \pm j_{0}, c\right), \eta\right\rangle\right. \\
& \quad=\sum_{s_{3}} \mathscr{D}_{A s_{3}}^{s}\left(\hat{L}-{ }^{-1}(u)\right)\left\langle u, s_{3} ;(M, s) \mid j_{3}, j ;\left( \pm j_{0}, c\right) \eta\right\rangle \\
& \left\{u, \vec{B} ;(M, s)\left|j_{3}, j ;\left( \pm j_{0}, c\right), \eta\right\rangle\right. \\
& \quad=\sum_{s_{3}} \mathscr{D}_{s_{3} B}^{s^{*}}(\hat{L}(u))\left\langle u, s_{3} ;(M, s) \mid j_{3}, j ;\left( \pm j_{0}, c\right), \eta\right\rangle \tag{A9}
\end{align*}
$$

$\left[(\phi \mid u, A\}^{*}=\left\{u, \underline{A}|\phi|\right.\right.$ and $\mathscr{D}_{A s_{3}}^{s+}(\Lambda)$

$$
\left.=\mathscr{D}_{A s_{3}}^{s}\left(\Lambda^{-1}\right) \text { for } \Lambda \in \overline{\mathrm{SO}_{0}(4)}\right]
$$

In order to determine the coefficients

$$
\left\{u, \underset{A}{A} ;(M, s)\left|j_{3}, j ;\left( \pm j_{0}, c\right), \eta\right\rangle\right.
$$

we seek the matrix which reduces the Kronecker product of two UIR's of SO(4), i.e., the product of a self-conjugate one and $X^{[s, s]}$

$$
X^{[\bar{c}-1,0]} \otimes X^{[s, s]}
$$

(A10)
The result obtained by Biedenharn is ${ }^{50}$

$$
\begin{align*}
\mid j_{3}, j ; & \left.\left( \pm j_{0}, c\right)\right\rangle \\
= & \sum_{m_{r}, r, \bar{c}} \mathbf{Y}_{\bar{c}, r, m_{r}} \otimes|s, \underline{A}\rangle\left[\left(c \pm j_{0}\right)\left(c \mp j_{0}\right)(2 r+1)(2 s+1)\right]^{1 / 2} \\
& \times\left\langle s, A r m_{r} \mid s r i j_{3}\right\rangle \times\left\{\begin{array}{ccc}
s & \frac{1}{2}(\bar{c}-1) & \frac{1}{2}\left(c \pm j_{0}-1\right) \\
0 & \frac{1}{2}(\bar{c}-1) & \frac{1}{2}\left(c \mp j_{0}-1\right) \\
s & r & j
\end{array}\right\}
\end{align*}
$$

where $\{\cdots\}$ represents Wigner's $(9-j)$ coefficients-or Fano's $X$ coefficient ${ }^{51}$-, $\mathbf{Y}_{\bar{c}, r, m}$, is the vector in $\mathscr{L}^{2}\left(S_{3}\right)$ corresponding to the spherical harmonic, $Y_{\bar{c} r m}(u)$, and $|s, \underline{A}\rangle$ represents the standard basis vectors in the $(2 s+1)$-dimensional UIR of $\overline{\mathrm{SO}_{0}(4)}, X^{[s, s]}$. We have no degeneracy and the multiplicity parameter $\eta$ has been dropped. $\{u, \underline{A} ;(M, s)\}$ $=\langle u| \otimes\langle s, \boldsymbol{A}|,{ }^{52}$ so that using (A11), we obtain for the transformation coefficients

$$
\begin{align*}
& \left\{u, \underline{A} ;(M, s)\left|j_{3}, j ;\left( \pm j_{0}, c\right)\right\rangle\right. \\
& \quad=\sum_{\bar{c}, r, m_{r}}\left[\left(c \pm j_{0}\right)\left(c \mp j_{0}\right)(2 r+1)(2 s+1)\right]^{1 / 2} Y_{\bar{c} r m_{r}}(u) \\
& \quad \times\left\langle s \underline{A r m}_{r} \mid s r i j_{3}\right\rangle\left\{\begin{array}{ccc}
s & \frac{1}{2}(\bar{c}-1) & \frac{1}{2}\left(c \pm j_{0}-1\right) \\
0 & \frac{1}{2}(\bar{c}-1) & \frac{1}{2}\left(c \mp j_{0}-1\right) \\
s & r & j
\end{array}\right\} . \tag{A12}
\end{align*}
$$

[In commuting this we have used

$$
\mathbf{Y}_{\bar{c} r m_{r}} \otimes|s, \underline{A}\rangle=\int_{S_{3}} d \Omega_{S_{3}}^{\prime} Y_{\bar{c} r m_{r}}\left(u^{\prime}\right)\left|u^{\prime}\right\rangle \otimes|s \underline{A}\rangle
$$

together with $\left.\mid u^{\prime}, \underline{A} ;(M, s)\right\}=\left|u^{\prime}\right\rangle \otimes|S \underline{A}\rangle$ and also $\left\{u, \underline{A}^{\prime} ;\right.$ $\left.\left.(M, s) \mid u^{\prime}, \underline{A} ;(M, s)\right\}=\delta_{S_{3}}\left(u, u^{\prime}\right) \delta_{\underline{A}{ }^{\prime} \underline{A}}{ }^{53}\right]$

Next, from the defining properties of the $\left|j_{3}, j ;\left( \pm j_{0}, c\right)\right\rangle$ and the spinor basis we obtain the following equations:

$$
\hat{J}_{q}\left\{u\left|j_{3}, j\right\rangle=-[j(j+1)]^{1 / 2}\left\langle 1 q j j_{3} \mid 1 j j j_{3}+q\right\rangle\left\{u\left|j_{3}+q, j\right\rangle\right.\right.
$$

(A13a)

$$
\begin{align*}
& i \hat{N}_{q}\left\{u\left|j_{3}, j\right\rangle\right. \\
& =\left\{\left[(j+1)^{2}-j_{0}^{2}\right]\left[(j+1)^{2}-c^{2}\right] /(2 j+3)(j+1)\right\}^{1 / 2} \\
& \times\left\langle 1 q j j_{3} \mid 1 j j+1 j_{3}+q\right\rangle\left\{u\left|j_{3}+q, j+1\right\rangle\right. \\
& \pm i\left\{j_{0} c /[j(j+1)]^{1 / 2}\right\}\left\langle 1 q j j_{3} \mid 1 j j j_{3}+q\right\rangle\left\{u\left|j_{3}+q, j\right\rangle\right. \\
& -\left[\left(j^{2}-j_{0}^{2}\right)\left(j^{2}-c^{2}\right) /(2 j-1) j\right]^{1 / 2} \\
& \times\left\langle 1 q j_{3} \mid 1 j j-1 j_{3}+q\right\rangle\left\{u\left|j_{3}+q, j\right\rangle,\right.  \tag{A13b}\\
& \left(\hat{N}^{2}+\hat{J}^{2}\right)\left\{u\left|j_{3}, j\right\rangle=\left(c^{2}+j_{0}^{2}-1\right)\left\{u\left|j_{3}, j\right\rangle,\right.\right.  \tag{A13c}\\
& \mathbf{J} \cdot \hat{\mathbf{N}}\left\{u\left|j_{3}, j\right\rangle= \pm c j_{0}\left\{u\left|j_{3}, j\right\rangle,\right.\right.  \tag{A13d}\\
& \int_{S_{3}} d \Omega_{S_{3}}^{(u)}\left\{u, \underline{A}\left|j_{3}, j ;\left( \pm j_{0} c\right)\right\rangle * \delta_{A B}\left\{u, \underline{B}\left|j_{3}^{\prime}, j^{\prime} ;\left( \pm j_{0} c\right)\right\rangle\right.\right. \\
& =\delta_{j_{3} j_{3}} \delta_{j j} \delta_{ \pm j_{0}, \pm j_{0}^{\prime}} \delta_{c c^{\prime}} .
\end{align*}
$$

(For simplicity we have omitted the fixed parameters $M, s, c$, $j_{0}$ and $\underset{\sim}{A}, s_{3}$, except where necessary.)

From (A13c) and (A13d) and (A12) we obtain with

$$
\begin{aligned}
& \widehat{\mathbf{J}}=\widehat{\mathbf{J}}_{0}+\widehat{\mathbf{S}}, \widehat{\mathbf{N}}=\hat{\mathbf{N}}_{0}+\hat{\mathbf{S}} \text { or } \widehat{\mathbf{J}}=\widehat{\mathbf{J}}_{0}+\widehat{\mathbf{S}}, \widehat{\mathbf{N}}=\widehat{\mathbf{N}}_{0}-\widehat{\mathbf{S}}^{54}: \\
& \left\{+\hat{\mathbf{N}}_{0}^{2}+\widehat{\mathbf{J}}_{0}^{2} \pm 2\left(\hat{\mathbf{S}}^{2}+\hat{\mathbf{S}} \cdot \hat{\mathbf{J}}_{0}+\hat{\mathbf{S}} \cdot \hat{\mathbf{N}}\right)\right\}\left\{u\left|j_{3}, j ;\left( \pm j_{0} c\right)\right\rangle\right. \\
& =\left(c^{2}+j_{0}^{2}-1\right)\left\{u\left|j_{3}, j ;\left( \pm j_{0} c\right)\right\rangle,\right. \\
& \pm\left(\hat{\mathbf{S}}^{2}+\widehat{\mathbf{S}} \cdot \hat{\mathbf{J}}_{0}+\hat{\mathbf{S}} \cdot \hat{\mathbf{N}}_{0}\right)\left\{u\left|j_{3}, j ;\left( \pm j_{0} c\right)\right\rangle\right. \\
& = \pm c j_{o}\left\{u\left|j_{3}, j ;\left( \pm j_{0}, c\right)\right\rangle\right.
\end{aligned}
$$

(the + sign comes from $\widehat{\mathbf{N}}=\widehat{\mathbf{N}}_{0}+\widehat{\mathbf{S}}$ and the - sign comes from $\widehat{\mathbf{N}}=\widehat{\mathbf{N}}_{0}-\widehat{\mathbf{S}}$ ). Using these equations with (A7) gives

$$
\begin{equation*}
\bar{c}=+\left(c \mp j_{0}\right) . \tag{A14}
\end{equation*}
$$

(Since $c=j_{0}+\eta$ and $\bar{c}$ must be positive, the solution with the minus sign has to be discarded.) Substitution of (A14) into (A12) gives $^{55}$

$$
\begin{align*}
&\left\{u, \underline{A} ;(M, s)\left|j_{3}, j ;\left( \pm j_{0}, c\right)\right\rangle\right. \\
&=(-1)^{2 j_{2}+j+s} \sum_{r m_{r}}\left[\left(c \pm j_{0}\right)(2 r+1)\right]^{1 / 2} Y_{c \mp j_{0} r m_{r}}(u) \\
& \times\left\langle s, \underline{A}^{2} r m_{r} \mid s r j_{3}\right\rangle \tag{A15}
\end{align*}
$$

with $j_{1}=\frac{1}{2}\left(c \pm j_{0}-1\right), j_{2}=-\frac{1}{2}\left( \pm j_{0}-c+1\right)$, and $\{\cdots\}$ is the $6-j$ symbol as defined in Edmonds. ${ }^{51}$ The triple $s, j_{2}, j_{1}$ must satisfy the triangle inequality ${ }^{56}$ :

$$
\left|s-j_{2}\right| \leqslant j_{1} \leqslant s+j_{2} \quad \text { and } \quad s+j_{2}+j_{2} \text { an integer, }
$$

from which we obtain the desired restrictions on $j_{0}$ and $c$ :

$$
\begin{equation*}
s+1 \leqslant c \quad \text { and } \quad j_{0} \leqslant s \tag{A16}
\end{equation*}
$$

To demonstrate the completeness condition, we first $\hat{\hat{U}}$ observe, on the basis of unitarity of the representation $\widehat{U}^{s}(\widehat{\Lambda})$, the validity of the following equation ${ }^{57}$ :

$$
\begin{align*}
& \sum_{j_{3}}\left\{u, \underline{A}\left|j_{3}, j ;\left( \pm j_{0}, c\right)\right\rangle\left\{u^{\prime}, \underline{A}^{\prime}\left|j_{3}, j ;\left( \pm j_{0}, c\right)\right\rangle^{*}\right.\right. \\
&= \sum_{j_{3}} \mathscr{D}_{A B}^{s}\left(\widehat{L}_{u^{\prime}}\right)\left\{\widehat{L}_{u^{\prime}}^{-1} u, \underline{B}\left|j_{3}, j ;\left( \pm j_{0}, c\right)\right\rangle\right. \\
& \times\left\{(M, 0), \underline{B}^{\prime}\left|j_{3}, j ;\left( \pm j_{0}, c\right)\right\rangle^{*} \mathscr{D}_{B, A}^{s+},\left(\hat{L}_{\mu}\right)\right. \tag{A17}
\end{align*}
$$

where $\widehat{L}_{u^{\prime}}{ }^{1}$ is the inverse boost taking $u^{\prime}$ to rest. We have ${ }^{58}$

$$
\begin{equation*}
\left(\hat{L}_{u^{\prime}}^{-1}\right)_{0}^{k}=\hat{u}^{k} \quad \text { and } \quad\left(\hat{L}_{u^{\prime}}^{-1}\right)_{0}^{0}=\hat{u}_{0}^{\prime} \tag{A18}
\end{equation*}
$$

and we observe that ${ }^{59}$

$$
\begin{align*}
& \left(\frac{M}{|u|}\right)^{1 / 2} P_{\bar{c}-1 / 2}^{-(r+1 / 2 \mid}\left(\frac{\left|u_{0}^{\prime}\right|}{M}\right) \\
& \quad \approx \frac{2^{-(r+1) / 2}}{\left(r+\frac{1}{2}\right)!}\left(\frac{\left|u_{0}^{\prime}\right|}{M}-1\right)^{r / 2} \quad \text { for } \quad \frac{\left|u_{0}^{\prime}\right|}{M} \rightarrow 1 \tag{A19}
\end{align*}
$$

so that, using (A15), (A8), (A18), and (A19), we obtain

$$
\begin{align*}
\sum_{c, j_{0}} \sum_{i_{3},} & \left\{u, \underline{B}\left|j_{3}, j ;\left( \pm j_{0}, c\right)\right\rangle\left\langle(\boldsymbol{M}, 0), \underline{B}{ }^{\prime} \mid j_{3}, j ;\left( \pm j_{0}, c\right)\right\rangle^{*}\right. \\
= & \sum_{r=0}^{2 s}\langle 2 r+1)^{-1 / 2}\left(\sum_{c, \pm j_{0}} \frac{\left(c \pm j_{0}\right)\left(c \mp j_{0}\right)}{\sqrt{2} \pi M^{3}}\right. \\
& \times\left[\frac{\left(c \mp j_{0}\right)\left(c \mp j_{0}+r\right)!}{\left(c \mp j_{0}-1-r\right)!}\right]^{1 / 2}\left(1-\hat{u}_{0}\right)^{-1 / 4} \\
& \left.\times P_{c \mp}^{-(r+1 / 21}\left(j_{0}-1 / 2\right)(2 r+1)\left\{\begin{array}{l}
s j_{2} j_{1} \\
j_{2} s \\
r
\end{array}\right\}\left\{\begin{array}{ll}
s j_{2} j_{1} \\
j_{2} s & 0
\end{array}\right\}\right) \\
& \times\left(s B r m_{r}\left|s r s B^{\prime}\right\rangle Y_{r}^{m_{r} r}\left(\left\{\hat{L}_{u^{\prime}}^{-1} u\right\}_{i}\right)\right. \\
= & \sum_{r=0}^{2 s}\left(\mathscr{F}\left(s, r ; \hat{u}_{0}\right)\right)\left\langle s B r m_{r} \mid s r s B^{\prime}\right\rangle Y_{r}^{m_{r}}\left(\left\{\hat{L}_{u^{\prime}}^{-1} u\right\}_{i}\right), \tag{A20}
\end{align*}
$$

where $\mathscr{F}\left(s, r ; \hat{u}_{0}\right)$ is the quantity in the parentheses. Substituting for the Legendre polynomial the following, ${ }^{60}$

$$
\left.\begin{array}{rl}
P_{c-F j_{1}-1 / 2}^{\cdots}\left(\hat{u}_{0}\right)= & \frac{2^{r+1 / 2} r!\left(c \mp j_{0}-r-1\right)!}{\sqrt{\pi}\left(c \mp j_{0}+r\right)!} \\
& \times\left(1-u_{0}^{2}\right)^{1 / 4+r / 2} C_{c \mp+1}^{r+1}-r-1
\end{array} \hat{u}_{0}\right), ~ l
$$

where $C_{c+j_{n}-r-1}^{r+1}\left(\hat{u}_{0}\right)$ is a Gegenbauer polynomial, we obtain for the "radial part"

$$
\begin{aligned}
& F\left(s, r ; \hat{u}_{0}\right)=\sum_{j_{2}} \frac{2^{r} r!\left(2 j_{2}+1\right)^{3 / 2}}{\sqrt{2 \pi} \pi M^{3}} \\
& \times\left[\frac{\left(2 j_{2}-r\right)!}{\left(2 j_{2}+1+r\right)!}\right]^{1 / 2}\left(1-u_{0}^{2}\right)^{r / 2} C_{2 j_{2}}^{r+1}{ }_{r}\left(\hat{u}_{0}\right) \\
& \times \sum_{j_{1}}(2 j+1)(2 r+1)\left\{\begin{array}{c}
j_{2} j_{2} r \\
s \\
s
\end{array} j_{1}\right\}\left\{\begin{array}{c}
s j_{2} j_{1} \\
j_{2} \\
s
\end{array}\right\} \\
& =\frac{1}{\sqrt{2 \pi} \pi M^{3}} \sum_{n=1}^{\infty} n C_{n-1}^{1}\left(\hat{u}_{0}\right) \delta_{r o} .
\end{aligned}
$$

Using this result, (A20) becomes equal to the sum

$$
\begin{equation*}
\frac{1}{2 \pi^{2} M^{3}} \sum_{n=1}^{\infty} n C_{n-1}^{1}\left(\hat{u}_{0}\right) \tag{A21}
\end{equation*}
$$

which must be interpreted in the sense of a distribution on $\widehat{\mathscr{R}}^{[s]}$.

Denote spherical polar coordinates on $S_{3}$ by $\chi, \theta, \phi$ with $u_{0}=M \cos \chi, u_{1}=M \sin \chi \sin \theta \cos \phi, u_{2}=M \sin \chi \sin \theta$ $\sin \phi, u_{3}=M \sin \chi \cos \theta$ and $d \Omega_{S_{3}}=M^{3} \sin ^{2} \chi$ $\times \sin \omega d \chi d \theta d \phi$. Let $N=(1,0,0,0)$ be the north pole on $S_{3}$. We wish to show (A21) is equal to $\delta_{S_{3}}(u, N)$, where $\delta_{S_{3}}\left(u_{1}, u_{2}\right)$ is the $\delta$ function on $S_{3}$ defined by

$$
\int_{S_{3}} d \Omega_{S_{3}} \psi\left(u_{1}, \zeta_{i}\right) \delta_{S_{3}}\left(u_{1}, u_{2}\right)=\psi\left(u_{2}, \zeta_{i}\right)
$$

Let $\psi\left(\chi, \mathbf{n}, \xi_{i}\right)[\mathbf{n}=(\theta, \phi)]$ be an element of $\widehat{\mathscr{R}}^{(s)}$. We have

$$
\begin{align*}
& \int_{S_{3}} d \Omega_{S_{3}} \psi\left(\chi, \mathbf{n}, \zeta_{i}\right) \frac{1}{2 M^{3} \pi^{2}} \sum_{c=1}^{\infty} c C_{c-1}^{1}\left(\hat{u}_{0}\right) \\
& =\frac{1}{2 \pi} \sum_{c=1}^{\infty} c \int_{-1}^{1} d \hat{u}_{0} \int_{S_{2}} d \Omega_{S_{2}} \sqrt{1-\hat{u}_{0}^{2}} \psi\left(\hat{u}_{0}, \mathbf{n}, \zeta_{i}\right) C_{c-1}^{1}\left(\hat{u}_{0}\right) \tag{A22}
\end{align*}
$$

Now let $\mathscr{L}_{\sigma_{1}}^{2}([-1,1])$ denote the space of all complex-valued functions, $f\left(\hat{u}_{0}\right)$, on the interval $[-1,1]$ such that

$$
\int_{-1}^{1}\left|f\left(\hat{u}_{0}\right)\right|^{2}\left(1-\hat{u}_{0}^{2}\right)^{1 / 2} d \hat{u}_{0}<\infty
$$

The Gegenbauer polynomials $C_{c-1}^{1}\left(\hat{u}_{0}\right)$ are complete in $\mathscr{L}_{\sigma_{1}}^{2}([-1,1])$, and we have the following expansion ${ }^{61}$ : For $f(x) \in \mathscr{L}_{o_{1}}^{2}([-1,1])$

$$
\begin{equation*}
f(x)=\sum_{l=0}^{\infty} b_{l} C_{l}^{1}(x) \tag{A23}
\end{equation*}
$$

with

$$
\begin{equation*}
b_{l}=\frac{2}{\pi} \int_{-1}^{1} f(x) C_{l}^{1}(x)\left(1-x^{2}\right)^{1 / 2} d x \tag{A24}
\end{equation*}
$$

Also ${ }^{62}$

$$
\begin{equation*}
C_{l}^{1}(1)=l+1 \tag{A25}
\end{equation*}
$$

For fixed $\mathbf{n}$ and $\xi_{i}, \psi\left(x, \mathbf{n}, \zeta_{i}\right)=\psi_{\mathbf{n}, \xi_{,}}\left(\hat{u}_{0}\right) \in \mathscr{L}_{\sigma_{1}}^{2}[-1,1]$, so using (A24), (A25), and then (A23), we see that (A22) is $\psi\left(N, \zeta_{i}\right)$ [which stands for $\psi\left(N, \mathbf{n}, \zeta_{i}\right), \mathbf{n}$ arbitrary-the value $\psi\left(N, \mathbf{n}, \zeta_{i}\right)$ being the same for all ( $\mathbf{n}$ )]. Thus (A21) is, in fact, equal to $\delta_{S_{3}}(u, N)$. On the grounds of rotational invariance [Eq. (A17)] we infer for arbitrary $u^{\prime}$ with $u^{\prime 2}=M^{2}$ the desired completeness relation

$$
\begin{align*}
& \sum_{c: \pm j_{1}} \sum_{j j_{1}}\left\{u \underline{A}\left|j_{3}, j ;\left( \pm j_{0}, c\right)\right\rangle\left\{u^{\prime}, \underline{A}^{\prime} \mid j_{3}, j ;\left( \pm j_{1}, c\right)\right)^{*}\right. \\
& \quad=\delta_{S_{3}}\left(u, u^{\prime}\right) \delta_{A A} \tag{A26}
\end{align*}
$$

since

$$
\mathscr{F}_{A B}^{*}\left(\hat{L}_{u^{\prime}}\right) \mathscr{D}_{B A}^{s^{\prime}} \cdot\left(\hat{L}_{u^{\prime}}\right)=\delta_{A A} .
$$

because of the unitarity of the $\mathscr{D}(\hat{A})$ 's for $\hat{\vec{A}}$ an element of the $\overline{\mathrm{SO}} \mathrm{O}_{0}(4)$ subgroup.

Finally, in order to establish irreducibility of $\widehat{\mathscr{R}}^{(s)}$, condition $(v)$ needs to be verified. The expressions for the generators $\widehat{J}_{q}$ and $\hat{N}_{q}$ in (A13) are the same as in condition (v). To compute matrix elements of the generators $\widehat{B}_{\mu}$ of the representation $\widehat{\mathscr{P}}^{(s)}$ in the $\left|j, j_{3} ;\left(c, \pm j_{0}\right)\right\rangle$ basis, we may use the commutation relations directly as is done in Ref. 15 or calculate first the matrix elements of $\widehat{P}_{\mu}$ in the $\left|j, j_{3} ;\left(c, \pm j_{0}\right)\right\rangle$ basis and then determine the matrix elements of the $\widehat{B}_{\mu}$ 's, using the matrix elements of $\widehat{P}_{\mu}$ and $\widehat{L}_{\mu v}$ and the equation ${ }^{63,64}$

$$
\begin{aligned}
\hat{L}_{\mu \overline{5}} & =(1 / \lambda) \hat{B}_{\mu} \\
& =(1 / \lambda)\left\{\hat{P}_{\mu}+(i \lambda / 2 m)\left[\hat{P}_{\mu}, Q_{1}^{\mathrm{SO}(4)}\right]\right\} \quad\left[\lambda=\sqrt{(m / \rho)^{2}}\right] .
\end{aligned}
$$

For example, using Eq. (A7c) and this equation along with the $P_{0}$ of Ref. 64, we obtain the following upon replacing the
$\lambda$ in Eq. (2.19) of Ref. 64 by $\pm i c$ and choosing the phases in their paper to be $\phi=\arctan \left[\left(c+\frac{1}{2}\right) / i \rho\right]$ and $\phi^{\prime}=\arctan$ $\left\{-\left[\left(j_{0}-\frac{1}{2}\right) / i p\right]:\right.$
$\widehat{B}_{0}\left|j, j_{3},\left( \pm j_{0}, c\right)\right\rangle$
$=\frac{1}{2} a\left( \pm j_{0}, c\right)[(j+c+1)(c-j)]^{1 / 2}\left|j, j_{3} ;\left( \pm j_{0}, c+1\right)\right\rangle$
$+\frac{1}{2} b\left( \pm j_{0}, c\right)\left[\left(j \mp j_{0}\right)\left(j \pm j_{0}+1\right)\right]^{1 / 2}\left|j, j_{3} ;\left( \pm j_{0}+1, c\right)\right\rangle$
$-\frac{1}{2} c\left( \pm j_{0}, c\right)\left[\left(j \pm j_{0}\right)\left(j \mp j_{0}+1\right)\right]^{1 / 2}\left|j, j_{3} ;\left( \pm j_{0}-1, c\right)\right\rangle$
$+\frac{1}{2} d\left( \pm j_{0}, c\right)[(c+j)(c-j-1)]^{1 / 2}\left|j, j_{3} ;\left( \pm j_{0}, c-1\right)\right\rangle$,
where

$$
\begin{aligned}
& \begin{array}{l}
a\left( \pm j_{0}, c\right) \\
\quad=-i\left[\frac{\left\{\left(s+\frac{1}{2}\right)^{2}-\left(c+\frac{1}{2}\right)^{2}\right\}\left\{-\rho^{2}-\left(c+\frac{1}{2}\right)^{2}\right\}}{\left(j_{0}^{2}-c^{2}\right)\left[j_{0}^{2}-(c+1)^{2}\right]}\right]^{1 / 2} \\
b\left( \pm j_{0}, c\right) \\
\quad=+i\left[\frac{\left\{\left(s+\frac{1}{2}\right)^{2}-\left( \pm j_{0}+\frac{1}{2}\right)^{2}\right\}\left\{\left( \pm j_{0}+\frac{1}{2}\right)^{2}+\rho^{2}\right\}}{\left(c^{2}-j_{0}^{2}\right)\left[c^{2}-\left(j_{0}+1\right)^{2}\right]}\right]^{1 / 2}, \\
d\left( \pm j_{0}, c\right)=-a\left( \pm j_{0}, c-1\right) \\
c\left( \pm j_{0}, c\right)=b\left( \pm j_{0}-1, c\right) .
\end{array}
\end{aligned}
$$

Similarly, we may write down the matrix elements of $\widehat{B}_{i}$ by the use of the above expression for $\widehat{B}_{i}$ and also Eq. (2.20) of Ref. 64, which determines the matrix elements of $\widehat{P}_{i}$ in the $\overline{\mathbf{S O}_{0}(4)}$ basis.

The remainder of the Appendix will be devoted to the proof of the unitary equivalence of $\widehat{\mathscr{R}}^{(s)}$ and $\mathscr{R}^{(s)}$. For this purpose we define a transformation $\tau$ which maps $T_{3}$ into $S_{3}$ :

$$
u \in S_{3} \rightarrow p=\tau u \in T_{3}: p=\left[m^{2} u_{0}^{-1},\left(-m u_{i} / u_{0}\right)\right]
$$

(A27)

$$
p \in T_{3} \rightarrow u=\tau^{-1} p \in S_{3}: u=\left[m^{2} p_{0}^{-1},\left(-m p_{i} / p_{0}\right)\right] .
$$

Let $u \rightarrow u^{\prime}=\hat{\bar{A}} u$ be a conformal transformation of $S_{3}$ :
$\hat{\bar{A}} \in \mathrm{O}(4,1)$ and

$$
\begin{align*}
& u_{0}^{\prime}=\left(a_{00} u_{0}+\Sigma a_{0 j} u_{j}+a_{0 t}\right) /\left(a_{t 0} u_{0}+\Sigma a_{t j} u_{j}+a_{t t}\right),  \tag{A28}\\
& u_{i}^{\prime}=\left(a_{i 0} u_{0}+\Sigma a_{i j} u_{j}+a_{i t}\right) /\left(a_{t 0} u_{0}+\Sigma a_{i j} u_{j}+a_{t t}\right),
\end{align*}
$$

with

$$
\hat{\bar{A}}=\left|\begin{array}{ll}
a_{t} & a_{t v} \\
a_{\mu t} & a_{\mu \nu}
\end{array}\right|
$$

(A29)
Under the mapping $\tau$, we find that the corresponding point on $T_{3}$ undergoes the following transformation:

$$
\begin{aligned}
& p_{0}^{\prime}=\left(a_{t t} p_{0}-\Sigma a_{t j} p_{j}+a_{t o}\right) /\left(a_{0 t} p_{0}-\Sigma a_{0 j} p_{j}+a_{00}\right), \\
& p_{i}^{\prime}=\left(-a_{i t} p_{0}+\Sigma a_{i j} p_{j}-a_{i 0}\right) /\left(a_{0 t} p_{0}-\Sigma a_{0 j} p_{j}-a_{00}\right)
\end{aligned}
$$

We can write this projection as $\hat{\bar{A}} \rightarrow \bar{A}$ with

$$
\begin{align*}
& \bar{A}=\Lambda_{0} \hat{\bar{A}} \Lambda_{0}^{-1}=\left|\begin{array}{ccc}
a_{t t} & -a_{t j} & a_{t 0} \\
-a_{i t} & a_{i j} & -a_{i 0} \\
a_{0 t} & -a_{0 j} & a_{00}
\end{array}\right|,  \tag{A31}\\
& \Lambda_{0}=\left|\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & -I_{3} \\
0 & 1 & 0
\end{array}\right| .
\end{align*}
$$

We see that $\Lambda_{0}$ is itself an element of $\mathrm{SO}_{0}(4,1){ }^{65}$ If $p \in \tau u$, using (A27), we find

$$
\begin{equation*}
d \Omega_{S_{3}}=\left|m / p_{0}\right|^{3} d \Omega_{T_{3}+} . \tag{A32}
\end{equation*}
$$

An alternative form for (42) is given by Eq. (69):

$$
\begin{equation*}
(\phi, \psi)=\int_{T_{3}^{\prime}}\left|m / p_{0}\right|^{2 s} \sum_{\xi}|(\phi, \psi)|^{2} d \Omega_{T_{3}^{+}} \tag{A33}
\end{equation*}
$$

Hence, if $\psi \in \widehat{\mathscr{R}}^{(s)}$

$$
\begin{align*}
& \int_{S_{3}} \sum_{\zeta}|\psi(u, \zeta)|^{2} d \Omega_{S_{3}} \\
& \quad=\int_{T_{3}}\left|m / p_{0}\right|^{2 s}\left|p_{0} / m\right|^{2 s-3} \sum_{\zeta}\left|\psi\left(\tau^{-1} p, \zeta\right)\right|^{2} d \Omega_{T_{3}^{+}}( \tag{A34}
\end{align*}
$$

(for simplicity we assume the labels $\zeta$ and $\xi$ refer to identical bases in their respective internal spaces, and we will use these labels interchangeably.) Using this equation, we define a unitary mapping $\Pi_{(\rho, s)}$ from $\widehat{\mathscr{R}}^{(s)}$ to $\mathscr{R}^{(s)}$ by

$$
\begin{equation*}
\widehat{\mathscr{R}}^{(s)} \ni \psi(u, \xi) \rightarrow\left(\Pi_{(\rho, s)} \psi\right)(p, \xi)=\frac{\psi\left(\tau^{-1} p, \xi\right)}{\left|p_{0} / m\right|^{3 / 2-s+i \rho}} \in \mathscr{R}^{(s)}, \tag{A35}
\end{equation*}
$$

$$
\mathscr{R}^{(s)} \ni \phi(p, \xi) \rightarrow\left(\Pi_{(\rho, s)}^{-1} \phi\right)(u, \zeta)=\frac{\phi(\tau u, \zeta)}{\left|u_{0} / m\right|^{3 / 2-s+i \rho}} \in \widehat{\mathscr{R}}^{(s)} .
$$

Next we choose the $\hat{\Gamma}_{\mu}$ 's in terms of the $\Gamma_{\mu}$ 's

$$
\begin{equation*}
\widehat{\Gamma}_{\kappa}^{0}=\Gamma^{0}{ }_{\kappa}, \quad \hat{\Gamma}_{(\kappa) \mid}^{i}=-\gamma_{(\kappa)}^{0} \Gamma_{(\kappa)}^{i}=-i S^{0 i} \tag{A36}
\end{equation*}
$$

(other possible choices for the $\hat{\Gamma}_{\mu}$ 's would be connected to this choice by a similarity transformation of the internal spaces of the $\zeta$ 's and $\xi$ 's). We have then

$$
\begin{equation*}
\hat{S}_{i j}=S_{i j} \quad \text { and } \quad \hat{S}_{0 i}=i \Gamma_{i} \tag{A37}
\end{equation*}
$$

## We now prove that

$$
\begin{equation*}
\Pi_{(\rho, s)} \widehat{U}(\hat{A})=U(A) \Pi_{(\rho, s)} \tag{A38}
\end{equation*}
$$

First, because of (A31)

$$
\begin{equation*}
U(A)=U\left(A_{0}\right) U(\hat{A}) U\left(A_{0}\right)^{-1} \tag{A39}
\end{equation*}
$$

Since all operators in (A38) and (A39) are unitary, substitution of (A39) into (A38) reveals that (A38) is a statement of unitary equivalence. To prove (A38), we consider

$$
\begin{align*}
{\left[\Pi_{(\rho, s)} \hat{U}(\hat{A}) \psi\right](p, \xi)=} & \exp \left[-i\left(\frac{1}{2} \hat{\omega}^{\mu \nu} \widehat{S}_{\mu \nu}-i \hat{\omega}^{\rho} \hat{\Gamma}_{\rho}\right)\right] \\
& \times \frac{\psi\left(\hat{\bar{A}}-1 \tau^{-1} p / m\right)}{\left.\left[a_{t t}\left(\hat{\bar{A}}^{-1}\right) p_{0} / m-\Sigma a_{t i} \hat{\bar{A}}^{-1}\right) p_{i} / m+a_{t 0}\left(\hat{\bar{A}}^{-1}\right)\right]^{3 / 2-s+i \rho}} \tag{A40}
\end{align*}
$$

We also have

$$
\begin{align*}
{\left[U(A) \Pi_{(\rho, s)} \psi\right](p, \xi)=} & \exp \left[-i\left(\frac{1}{2} \omega^{\mu v} S_{\mu v}-i \omega^{\rho} \Gamma_{\rho}\right)\right] \\
& \times \frac{\psi\left(\tau^{-1} \hat{A}^{-1} p / m\right)}{\left[a_{0 t}\left(\bar{A}^{-1}\right) p_{0} / m-\Sigma a_{0 j}\left(\bar{A}^{-1}\right) p_{j} / m+a_{00}\left(\bar{A}^{-1}\right)\right]^{3 / 2-s+i p}} \\
& \times\left|\frac{a_{0 t}\left(\bar{A}^{-1}\right) p_{0} / m-\Sigma a_{0 j}\left(\bar{A}^{-1}\right) p_{j} / m+a_{00}\left(\bar{A}^{-1}\right)}{a_{t t}\left(\bar{A}^{-1}\right) p_{0} / m-\Sigma a_{t j}\left(\bar{A}^{-1}\right) p_{j} / m+a_{t 0}\left(\bar{A}^{-1}\right)}\right|^{3 / 2-s+i p} \tag{A41}
\end{align*}
$$

By the definition of the automorphism $\tau$, $\tau^{-1} \bar{A}^{-1}=\hat{\bar{A}}^{-1} \tau^{-1}$, so that Eq. (A 38) will be established provided we can show

$$
\begin{align*}
\exp [ & \left.-i\left(\frac{1}{2} \hat{\omega}^{\mu v} \hat{S}_{\mu v}-\hat{i} \widehat{\omega}^{\rho} \hat{\Gamma}_{\rho}\right)\right] \\
& =\exp \left[-i\left(\frac{1}{2} \omega^{\mu v} S_{\mu v}-i \omega^{\rho} \Gamma_{\rho}\right)\right] \tag{A42}
\end{align*}
$$

To prove Eq. (A42), it suffices to show that it is true for any one-parameter group of rotations in the $a-b$ planes of projective space. First consider a rotation in the $i-j$ plane. We must show

$$
\widehat{S}\left(e^{\widehat{\omega} I^{i}}\right)=S\left(e^{\omega I^{I}}\right)
$$

From (A31), $\omega=\widehat{\omega}$, and, using (50) and (A1), we obtain

$$
\widehat{S}\left(e^{\hat{\omega} I^{i j}}\right)=e^{-\hat{\omega} \hat{S}^{i j}}, \quad S\left(e^{\omega I^{i j}}\right)=e^{-\hat{\omega} S^{i j}}=e^{-i \widehat{\omega} \hat{S}^{i j}}
$$

where the last equality follows from (A37). For a rotation in the $5-i$ plane of projective space we have

$$
S\left(e^{\hat{\omega} I^{s i}}\right)=e^{-\hat{\omega} \hat{\mathrm{S}}^{0 i}}
$$

by (A1), and

$$
S\left(e^{\omega I^{s i}}\right)=S\left(e^{-\hat{\omega} I^{s i}}\right)=e^{\left.+i|\hat{\omega}|-i \Gamma^{i}\right) \mid}
$$

using (A31) and (50) [ $\omega^{i}\left(i \Gamma_{i}\right)=\omega^{5 i} S_{5 i}$ so $S_{5 i}=i \Gamma_{i}$ and $S^{5 i}$ $\left.=-i \Gamma^{\prime}\right] . \mathrm{By}(\mathrm{A} 37)$, we conclude from these two equations

$$
\widehat{S}\left(e^{\hat{\omega} \omega^{s}}\right)=S\left(e^{\omega I^{s}}\right)
$$

For a rotation in the $0-i$ plane of projective space,

$$
\widehat{S}\left(e^{\hat{\omega} I^{0 i}}\right)=e^{-i\left\{\hat{\omega}+i \hat{\Gamma}^{i}\right\}}
$$

using (A1) and

$$
S\left(e^{\left(\omega I^{(i)}\right.}\right)=e^{-i\}-\hat{\omega}\left(S^{(i)}\right)} .
$$

By (A36), $i \hat{\Gamma}^{i}=S^{0 i}$, so

$$
\widehat{S}\left(e^{\hat{\omega} I^{I i}}\right)=S\left(e^{\omega I^{i j}}\right)
$$

Finally, for a rotation in the 5-0 plane of projective space
$\widehat{S}\left(e^{\hat{\omega} I^{50}}\right)=e^{-i\left\langle\hat{\omega} \hat{S}^{\omega 5}\right|}=e^{\left.\left.-i|\hat{\omega}|-i \hat{\Gamma}_{0}\right)\right\}}=e^{-i\left\{\hat{\omega}\left|-i \Gamma_{0}\right|\right\}}=S\left(e^{\omega I^{50}}\right)$ using (A31), (50), (A1), and (A36), which completes the proof.

Now we can understand why the $\exp \left[-i \omega(1 / \lambda) B_{i}\right.$ 's] defined in (50) do not leave $\mathscr{H}(m, s,+)$ and $\mathscr{H}(m, s,-)$ invariant. Consider $U\left(\exp \left(\bar{A}_{s_{i}}\right)\right)$, the transformation in $\mathscr{R}^{(s)}$ corresponding to a rotation in the $i-5$ plane of the projective space defined in Sec. III. Comparing (A28) and (A30) we see this is just an ordinary rotation of $S_{3}$ in the $i-0$ plane of $u$ space. But depending upon $\omega$, points in the upper hemisphere may move to points in the lower hemisphere and the
other way around. With the aid of the transformation $\tau$, the claim follows from this remark. ${ }^{66}$

## APPENDIX B: PROOF OF $\left\|T_{(\rho, s)}^{\bar{A}} \psi\right\|<k\|\psi\|$ FOR A A DE SITTER BOOST

For a de Sitter boost in the $5-i(i=1,2,3)$ plane:

$$
\begin{aligned}
& \left\|T_{(\rho, s)}^{\bar{A}} \psi\right\|^{2}=\left(T_{(\rho, s)}^{\bar{A}} \psi, T_{(\rho, s)}^{\bar{A}} \psi\right) \\
& \quad=\sum_{\xi} \int d \Omega_{T_{3}}\left|m / p_{0}\right|^{2 s}\left[T_{(\rho, s)}^{\bar{A}} \psi\right]^{*}(p, \xi)\left[T_{(\rho, s)}^{\bar{A}} \psi\right](p, \xi)
\end{aligned}
$$

and

$$
\begin{align*}
& \sum_{\xi} \int d \Omega_{T_{3}}\left|m / p_{0}\right|^{2 s}\left[T_{(\rho, s)}^{\bar{A}} \psi\right]^{*}(p ; \xi)\left[T_{(\rho, s)}^{\bar{A}} \psi\right](p ; \xi) \\
& =\int \sum_{\xi} d \Omega_{T_{3}}\left|m / p_{0}\right|^{2 s} \\
& \times \frac{\psi^{*}\left(p^{\prime} ; \xi\right) \psi\left(p^{\prime} ; \xi\right)}{\left|\mu\left(\bar{A}^{-1} ; p / m\right)\right|^{3-2 s}} \quad\left(p^{\prime}=\bar{A}^{-1} p\right) \\
& =\int \sum_{\xi} d \Omega_{T_{3}}^{\prime}\left|m / p_{0}^{\prime}\right|^{2 s}\left|\frac{p_{0}^{\prime}}{p_{0}}\right|^{2 s} \\
& \times\left|\mu\left(\bar{A}^{-1} ; p / m\right)\right|^{2 s} \psi^{*}\left(p^{\prime} ; \xi\right) \psi\left(p^{\prime} ; \xi\right) \quad[\text { by (27)] } \\
& =\int \sum_{\xi} d \Omega_{T_{3}}^{\prime}\left|m / p_{0}^{\prime}\right|^{2 s} \psi^{*}\left(p^{\prime} ; \xi\right) \psi\left(p^{\prime} ; \xi\right)=\|\psi\|^{2} . \tag{B1}
\end{align*}
$$

[In the second to last step we used (27) and in the last step we used (31).

For $A$ a de Sitter boost in the 5-0 plane, we have

$$
\begin{aligned}
\left\|T_{(\rho, s)}^{\bar{A}} \psi\right\|^{2}= & \int d \Omega_{T_{3}}^{\prime}\left|\frac{m}{p_{0}^{\prime}}\right|^{2 s}\left|\frac{a_{06}\left(\bar{A}^{-1}\right)+a_{00}\left(\bar{A}^{-1}\right) p_{0}}{p_{0}}\right| \\
& \times \sum_{\xi}^{2 s} \psi^{*}\left(p^{\prime} ; \xi\right) \psi\left(p^{\prime} ; \xi\right) \\
= & \int d \Omega_{T_{3}}^{\prime}\left|\frac{m}{p_{0}^{\prime}}\right|^{2 s}\left|\frac{a_{06}}{p_{0}}+a_{00}\right|^{2 s} \\
& \times \sum_{\xi} \psi^{*}\left(p^{\prime} ; \xi\right) \psi\left(p^{\prime} ; \xi\right)
\end{aligned}
$$

(since $p_{0}^{\prime} \neq 0$ ). Let $u_{0}=m / p_{0}$, then $-1<u_{0}<1$ and

$$
\left[a_{06} u_{0}\right]^{2} \leqslant a_{06}^{2}=a_{00}^{2}-1
$$

Hence we have $\left|a_{00}+a_{06} u_{0}\right| \leqslant\left|a_{00}\right|+\left(a_{00}^{2}-1\right)^{1 / 2}=e^{-1}$ since $\left|a_{00}\right|=|\cosh (-t)|$; so

$$
\begin{equation*}
\left\|T_{(p, s)}^{\bar{A}} \psi\right\|^{2} \leqslant e^{-2 s t}\|\psi\|^{2} \tag{B2}
\end{equation*}
$$

The proof follows from (B1) and (B2).
${ }^{\prime}$ 'P. A. M. Dirac, Proc. R. Soc. London A 322, 435 (1971); 328, 1 (1972).
${ }^{2}$ V. Bargmann and E. P. Wigner, Proc. Nat. Acad. Sci. USA 34(5), 211-233 (1946).
${ }^{3}$ H. Joos, Fortschr. Phys. 10, 65 (1962); Chou Kuang-Chao and L. G. Zastavenko, Zh. Eksp. Teor. Fiz. 35, 1417 (1958) [Sov. Phys. JETP 8, 990 (1959)].
${ }^{4}$ S. Ström, Ark. Fys. 40, 1 (1969).
${ }^{5}$ M. Bander and C. Itzykson, Rev. Mod. Phys. 38, 354 (1966).
${ }^{6}$ A. Böhm, in Lectures in Theoretical Physics, edited by W. E. Britton, A. O. Barut, and M. Guenin (Colorado U.P., Boulder, 1967), Vol. 9 B.
${ }^{7}$ A. Böhm, Phys. Rev. 175(5), 1767-73 (1968); Phys. Rev. Lett. 23(8), 436 (1969).
${ }^{8}$ A. Böhm, "Generalized Eigenvectors and Group Representations-The Connection between Representations of $\mathrm{SO}(4,1)$ and the Poincaré Group," in Studies in Mathematical Physics, edited by A. O. Barut (Reidel, New York, 1973).
${ }^{9}$ J. E. Humphreys, Introduction to Lie Algebras and Representation Theory (Springer-Verlag, New York, 1972), p. 58.
${ }^{10}$ S. Helgason, Differential Geometry and Symmetric Spaces (Academic, New York, 1962), pp. 339-55.
"If steriographic projection coordinates are introduced in the de Sitter space-time $V_{4}^{\prime}$ of general relativity embedded in $M_{4,1}$, then the $A_{\mu \nu}$ generate Lorentz transformations which are physically the same as in the flat Minkowski space, whereas the rotations $A_{5 \mu}$ generate the de Sitter boosts which go over into the translations in the contraction of $\mathrm{SO}(4,1)$ into the Poincaré group. (This identification of the $A_{\mu \nu}$ and $L_{\mu \nu}$-generators of Lorentz transformations-is possible through a "soldering" of $T_{*} V_{4}^{\prime}$ with $T_{*} M_{3,1}$.) See W. Drechsler, Fortschr. Phys. 23, 641 (1975).
${ }^{12}$ V. Bargmann, Ann. Math. 48(3), 590 (1946).
${ }^{13}$ E. P. Wigner, Istanbul Lectures edited by F. Gürsey (Gordon and Breach, New York, 1964).
${ }^{14}$ M. A. Naimark, Linear Representations of the Lorentz Group (Pergamon, New York, 1964); A Böhm, Quantum Mechanics (Springer-Verlag, New York, 1979), pp. 145-56.
${ }^{15}$ L. H. Thomas, Ann. Math. 42, 113 (1941).
${ }^{16}$ T. D. Newton, Ann. Math. 51, 730 (1950); J. Dixmier, Bull. Soc. Math. France 89, 9 (1961). [The clearest and most concise derivation known to me is given in Ref. 8; it uses the Gel'fand pattern. The representations of $\mathrm{SO}(n), n=2,3,4,5$, are assumed.]
${ }^{17}$ Ref. 8, p. 51.
${ }^{18}$ M. Bander and C. Itzykson, Rev. Mod. Phys. 38, 330-45 (1966).
${ }^{19}$ M. Bander and C. Itzykson, Rev. Mod. Phys. 38, 346-58 (1966).
${ }^{20}$ J. Haantjes, K. Ned. Akad. Wet. Proc. 40, 700 (1937).
${ }^{21}$ Ref. 18, p. 341, and Ref. 19, p. 354.
${ }^{22}$ For various "representations" of the $\gamma$ matrices, see A. Böhm and G. B. Mainland, Fortschr. Phys. 18, 290-93 (1970).
${ }^{23}$ Nikos Salingaros, J. Math. Phys. 23(1), 1 (1982).
${ }^{24}$ H. A. Kramers, F. J. Belifante, and J. K. Lubański, Physica VIII, 597-627 (1941).
${ }^{25}$ H. Joos, Fortschr. Phys. 10, 75-83 (1962).
${ }^{26}$ P. A. M. Dirac, Proc. Roy. Soc. London A 155, 447-59 (1936).
${ }^{27}$ R. P. Feynman, Quantum Electrodynamics (Benjamin, New York, 1962), p. 48; H. C. Corben, Classical and Quantum Theories of Spinning Particles (Holden-Day, San Francisco, 1968), p. 173.
${ }^{28}$ J. D. Bjorken and S. D. Drell, Relativistic Quantum Mechanics (McGrawHill, New York, 1964), p. 18.
${ }^{29}$ Ref. 28, p. 22.
${ }^{30}$ Ref. 12, p. 599.
${ }^{31}$ G. Warner, Harmonic Analysis on Semi-Simple Lie Groups I (SpringerVerlag, New York, 1972), p. 237. [We must assume the representation is bounded in order to establish (iii). We prove boundedness independent of
(iii) later on.]
${ }^{32}$ J. E. Gilbert, Theory and Applications of Representations of Lie Groups lecture notes (unpublished), Chap. I.
${ }^{33}$ N. J. Villenkin, Special Functions and the Theory of Group Representations (American Mathematical Society, Providence, RI, 1968), p. 438.
${ }^{34}$ L. Garding, Proc. Nat. Acad. Sci. USA 33, 331-2 (1947).
${ }^{35}$ M. Reed and B. Simon, Functional Analysis (Academic, New York, 1972), Vol. 1, p. 266.
${ }^{36}$ Harish Chandra first pointed out this possibility of invariance of the Lie algebra under a subspace which is not dense in the representation space: Harish Chandra, Trans. Am. Math. Soc. 75, 185 (1953).
${ }^{37}$ A. Chakrabarti, J. Math. Phys. 7(3), 426 (1966); L. Fonda and G. C. Ghirardi, Symmetry Principles in Quantum Physics (Marcel Dekker, New York, 1970), Vol. 1, p. 301.
${ }^{36}$ R. Strichartz, J. Funct. Anal. 12(4), 341 (1973).
${ }^{39}$ A. Böhm, Quantum Mechanics, p. 125, Springer (1980); and Fonda and Ghirardi, Ref. 37, Chap. I.
${ }^{40}$ A. O. Barut and A. J. Bracken, Phys. Rev. D 23(10), 2454 (1981).
${ }^{41}$ J. R. Fanchi, Phys. Rev. D 20(12), 3108 (1979); L. P. Horowitz, C. Piron, and F. Reuse, Helv. Phys. Acta 48, 546 (1975); L. P. Horowitz and Y.
Rabin, UT CPT Preprint ORO 298, University of Texas, Center for Particle Theory, 1977; R. P. Feynman, Phys. Rev. 80, 440 (1950).
${ }^{42}$ Ref. 8, p. 3, or Böhm, Ref. 39, p. 153.
${ }^{43}$ E. P. Wigner, Group Theory (Academic, New York, 1959), p. 83.
${ }^{44}$ E. Nelson, Ann. Math. 70, 572-615 (1959).
${ }^{45}$ Ref. 25, pp. 92-104.
${ }^{46}$ Ref. 25, p. 92.
${ }^{47}$ Ref. 25, p. 94.
${ }^{48}$ A. Erdelyi, Higher Transcendental Functions (McGraw-Hill, New York, 1953), Chap. 3.
${ }^{49}$ Compare Ref 25, p. 99.
${ }^{50}$ L. C. Biedenharn, J. Math. Phys. 2, 433 (1961).
${ }^{51}$ M. E. Rose, Elementary Theory of Angular Momentum (Wiley, New York, 1957); G. Racah and U. Fano, Irreducible Tensorial Sets (Academic, New York, 1959); A. R. Edmonds, Angular Momentum in Quantum Mechanics (Princeton U. P., Princeton, NJ, 1960).
${ }^{52}$ This form of the spinor basis could actually have served as its definition in (44). For the proof that this form and (44) are equivalent, see Ref. 22, pp. 285-304-there they consider only spin $\frac{1}{2}$, but the generalization to higher spins is immediately clear.
${ }^{53}$ For the analogous formula for nonunitary representations of $\overline{\mathrm{SO}_{0}(3,1)}$ see Ref. 25, p. 81, Eq. (3.18"), or Ref. 22, p. 298, Eq. (88).
${ }^{54}$ Compare Ref. 25, p. 80, and Ref. 22, Eqs. (19) and (41).
${ }^{55}$ Edmonds, Ref. 51, p. 105-6, and also pp. 94-95 for symmetries of the 6-j symbol.
${ }^{56}$ J. D. Talman, Special Functions: A Group Theoretical Approach (Benjamin, New York, 1968), p. 122.
${ }^{57}$ Ref. 25, p. 103.
${ }^{58}$ Fonda and Ghirardi, Ref. 37, p. 299.
${ }^{59}$ Ref. 48, Chap. 3.
${ }^{60}$ N. J. Villenkin, Special Functions and the Theory of Group Representations (American Mathematical Society, Providence, RI, 1968), p. 486, Eq. (10).
${ }^{61}$ Villenkin, Ref. 60, p. 463.
${ }^{62}$ Villenkin, Ref.60, p. 461, Eq. (9).
${ }^{63}$ Ref. 8, p. 49.
${ }^{64}$ A. Chakrabarti, M. Levy-Nehas, and R. Seneor, J. Math. Phys. 9(8), 1274 (1968).
${ }^{65}$ Ref. 18, p. 355.
${ }^{66} \mathrm{~N}$. Mukunda, J. Math. Phys. 1(9), $50(1968)$ (in this paper the six-dimensional analog of our de Sitter group is examined, namely, the homogeneous Lorentz group).

# General indices of simple Lie algebras and symmetrized product representations 

S. Okubo<br>Department of Physics, University of Rochester, Rochester, New York 14627<br>J. Patera<br>Centre de recherche de mathématiques appliquées, Université de Montréal, Montréal, Québec, H3C 3J7, Canada

(Received 25 February 1983; accepted for publication 29 June 1983)


#### Abstract

In many branches of physics, it is important to know the decomposition of a product representation $\rho \otimes \rho \otimes \cdots \otimes \rho(n$ times) of identical representations $\rho$ of a simple Lie algebra into irreducible components with a given Young tableau symmetry. We show that the notion of representation indices introduced elsewhere is a very useful tool in dealing with this problem. We calculate explicit formula for general $p$ th order indices $D^{(p)}(\rho)$ for all classical simple Lie algebras. Sixth-order indices for exceptional Lie algebras are also discussed.


PACS numbers: 02.20.Sv

## 1. INTRODUCTION

Let $\psi$ be a one-particle wave function in any quantummechanical system. The wave function corresponding to $n$ identical particles in the same state $\psi$ will be described in terms of the tensor product

$$
\psi \otimes \psi \otimes \cdots \otimes \psi \quad(n \text { times }) .
$$

Because of the Pauli principle, we have to symmetrize or antisymmetrize these wave functions. In reality, the situation is more complicated in view of many internal degrees of freedom associated with some symmetry group inherent to the system. Let $L$ be a Lie algebra and let $\rho$ be a representation of $L$, which is not necessarily irreducible. We often encounter the following problem in many branches of physics. We consider the $n$th tensor power

$$
\begin{equation*}
\rho \otimes \rho \otimes \cdots \otimes \rho \quad(n \text { times }) \tag{1.1}
\end{equation*}
$$

of a representation $\rho$, which will be simply denoted hereafter as $\rho^{n}$. Then we first decompose $\rho^{n}$ into a sum of representations $\rho^{n}(\Gamma)$ possessing general permutation symmetry associated with Young tableau ${ }^{\mathfrak{k}} \Gamma$. We write this fact as

$$
\begin{equation*}
\rho^{n}=\sum_{\Gamma} \oplus \rho^{n}(\Gamma) \tag{1.2}
\end{equation*}
$$

It is also convenient to denote the representation $\rho$ by a single box $\square$. Then, for case $n=2$ and 3, Eq. (1.2) is graphically depicted as


However, since this procedure is well known, ${ }^{2}$ we will not dwell upon it. Moreover, if the Lie algebra $L$ is of type $A_{N-1}$ corresponding to the $\mathrm{SU}(N)$ group and if the representation $\rho$ is the $N$-dimensional defining (or basic) representation of $A_{N-1}$, then $\rho^{n}(\Gamma)$ is irreducible. ${ }^{1}$ Nevertheless, this is not generally true if $L$ is not of type $A_{N-1}$ and/or if $\rho$ is not the defining representation of $A_{N-1}$. For example, let us consider the case of $L=D_{5}$ corresponding to the $S O(10)$ group and of $\rho$ being the 16 -dimensional spinor representation with
highest weight $\Lambda_{5}$. Then, we find

$$
\begin{align*}
& \square=\left\{3 \Lambda_{5}\right\} \oplus\left\{\Lambda_{1}+\Lambda_{5}\right\},  \tag{1.3a}\\
& 816=672+144, \\
& B=\left\{\Lambda_{2}+\Lambda_{4}\right\},  \tag{1.3b}\\
& 560=560, \\
& \square=\left\{\Lambda_{3}+\Lambda_{5}\right\} \oplus\left\{\Lambda_{1}+\Lambda_{5}\right\} \oplus\left\{\Lambda_{4}\right\},  \tag{1.3c}\\
& 1360=1200+144+\overline{16},
\end{align*}
$$

where $\{A\}$ stands for the irreducible representation of $L$ with the highest weight $\Lambda$ and where the dimension is shown under each representation. Hereafter we adopt the numbering of simple roots of $L$ as in Ref. 3. Let us point out that we have chosen the example $L=D_{5}$ because of its relevance to the grand unified models based on the $\mathrm{SO}(10)$ group. ${ }^{4}$ We return to this problem in Sec. 3.

The decomposition of $\rho^{n}(\Gamma)$ becomes rapidly more complicated if the rank of $L$ gets larger and/or if the dimension of $\rho$ is larger. In special cases efficient particular decomposition prescriptions can be found such as generating functions (cf. for instance Ref. 5). However, for a general $L$ and $\rho$ there are no efficient general methods. An ideal method would have to be general as to the type of the Lie algebra $L$, its representation $\rho$, and the symmetry $\Gamma$. Let us recall the known methods to the problem which has some degree of generality at least in one of the three quantities $L, \rho$, and $\Gamma$ involved.

The method of Ref. 5 provides the decomposition of $\rho^{n}(\Gamma)$ for all $\Gamma$ and $G$ compatible with the requirement that $\operatorname{dim} \rho \leqslant 5$. In each particular case the decomposition is given by the coefficient of the corresponding term in the power series expansion of a generating function.

The method of Ref. 6 is general as to the choice of $\rho$ and relatively easily extendable by recursion calculations to any $\Gamma$ of interest. However, the Lie algebra $L$ is only that of $\mathrm{SU}(2)$. It appears that it can be extended to other $L$ only with extreme efforts.

In Ref. 7, besides computations of some particular cases motivated by physics, one finds decompositions of $\rho^{n}(\Gamma)$ for
a few lowest choices of $\rho$ and $\Gamma$, and for the Lie algebras of type $A_{N}$ with a general $N$.

In the absence of an ideal method, it is important to develop methods which would allow finding the decomposition of $\rho^{n}(\Gamma)$ at least in most cases of interest. The only method of this kind which is general as to the choice of $L, \rho$, and recursively extendable to rather large $\Gamma$, was invented in Ref. 8 and further extended in Refs. 7 and 9. For each decomposition it provides equalities similar to the equality of dimensions of representations. A decomposition is then found by a systematic (computer) search through all possible candidates for the decompositions which would satisfy those equalities with the hope that the solution will be unique. It often turns out to be the case as demonstrated in Refs. 7 and 9 on rather large examples. The role of the dimension of representations of $L$ is played in these equalities by a more general (integervalued) quantities: anomaly numbers ${ }^{8}$ and indices of representations. ${ }^{10}$

The recent generalization ${ }^{11}$ of the indices and anomaly numbers allows writing even more such independent equalities and thus providing a more powerful method, i.e., more restrictions on the possible candidates for the decomposition. However, in order to make use of it, the results of Refs. 8 and 9 have to be rederived for the new indices of Ref. 11. That is the first of the three aims in this paper. The second is a derivation of a closed algebraic expression for the new $p$ thorder index for all classical simple Lie algebras. Corresponding expressions for the five exceptional simple Lie algebras cannot be obtained the same way because some auxiliary information for that is not available in a suitable form. Therefore as the last result of the paper we find explicit expressions for the sixth-order index for $G_{2}, F_{4}, E_{6}$, and $E_{7}$. This index is trivial for $E_{8}$. As in I, let $D^{(p)}(\omega)=\operatorname{Tr}^{(\omega)} J_{p}$ be the $p$ th-order fundamental indices for a generic finite-dimensional representation $\omega$ which may not necessarily be irreducible. Here, $J_{p}$ is the $p$ th-order fundamental Casimir invariant of $L$ [see Eq. (1.8)].

If a given representation $\rho^{n}(\Gamma)$ for a given Young tableau $\Gamma$ is written as a direct sum of irreducible representations $\rho_{j}$ of $L$ as

$$
\begin{equation*}
\rho^{n}(\Gamma)=\sum_{j} \oplus \rho_{j} \tag{1.4}
\end{equation*}
$$

then we can easily show the validity of

$$
\begin{equation*}
D^{(p)}(\Gamma)=\sum_{j} D^{(p)}\left(\rho_{j}\right) \tag{1.5}
\end{equation*}
$$

where we have written for simplicity

$$
\begin{equation*}
D^{(p)}(\Gamma) \equiv D^{(p)}\left[\rho^{n}(\Gamma)\right] \tag{1.6}
\end{equation*}
$$

with $\Gamma \equiv \rho^{n}(\Gamma)$ hereafter.
Note that the validity of Eq. (1.5) is nontrivial for all values of integers $p$ such that the $p$ th-order fundamental Ca simir invariants $J_{p}$ exist nontrivially, as we see from the result of I. Since the value of $D^{(p)}\left(\rho_{j}\right)$ can be readily calculated, Eq. (1.6) would furnish a strong check for the correct decomposition equation (1.4), provided the numerical value of $D^{(p)}(\Gamma)$ is calculable. We give an explicit formula for $D^{(p)}(\Gamma)$ in Sec. 2. A formula for $D^{(p)}(\rho)$ is given in Sec. 4 for any classical simple $L$ and its irreducible representation $\rho$. Also,
$l_{4}(\Gamma)$ has been computed in Sec. 2 for any simple Lie algebra. Moreover, some practical illustrative examples such as the decompositions (1.3) are shown in Sec. 3.

For later use, we recapitulate here the definition ${ }^{11}$ of the $p$ th-order index $D^{(p)}(\rho)$. Let $L$ be a simple Lie algebra with basis $t_{1}, t_{2}, \ldots, t_{d}$. The Lie multiplication table is written then as

$$
\begin{equation*}
\left[t_{\mu}, t_{\nu}\right]=c_{\mu \nu}^{\lambda} t_{\lambda}, \tag{1.7}
\end{equation*}
$$

where the usual summation convention on the repeated index is understood. If the rank of $L$ is $r$, then $L$ has ${ }^{12}$ precisely $r$ fundamental Casimir invariants. We construct their basis $J_{p}$ for a $p$ th-order Casimir invariant according to the prescription given in I. Writing $J_{p}$ as

$$
\begin{equation*}
J_{p}=g^{\mu_{1} \mu_{2} \cdots \mu_{p}} t_{\mu_{1}} t_{\mu_{2}} \cdots t_{\mu_{p}} \tag{1.8}
\end{equation*}
$$

for some totally symmetric coefficients $g^{\mu_{1} \cdots \mu_{\rho}}$, they satisfy orthogonality conditions such as

$$
\begin{align*}
& g^{\mu v \alpha \beta} g_{\mu \nu} g_{\alpha \beta}=0 \quad(p=4)  \tag{1.9a}\\
& g^{\mu v \lambda \alpha \beta} g_{\mu v \lambda} g_{\alpha \beta}=0 \quad(p=5)  \tag{1.9b}\\
& g^{\mu \nu \lambda \alpha \beta \gamma} g_{\mu \nu} g_{\lambda \alpha} g_{\beta \gamma}=g^{\mu \nu \lambda \alpha \beta \gamma} g_{\mu \nu \lambda \lambda} g_{\beta \gamma} \\
&  \tag{1.9c}\\
& \quad=g^{\mu v \lambda \alpha \beta \gamma} g_{\mu \nu \lambda} g_{\alpha \beta \gamma}=0 \quad(p=6)
\end{align*}
$$

Here, we lowered suffixes by means of the Killing metric tensor $g_{\mu \nu}$ defined by

$$
\begin{equation*}
g_{\mu v}=c \operatorname{Tr}\left(\operatorname{ad} t_{\mu} \operatorname{ad} t_{v}\right), \quad c \neq 0 \tag{1.10}
\end{equation*}
$$

for unspecified normalization constant $c$. The explicit forms of $J_{p}$ for $p \leqslant 5$ are found in I. Let $\rho$ be a representation of $L$, which is not necessarily irreducible. Then, the $p$ th-order in$\operatorname{dex} D^{(p)}(\rho)$ is now defined by

$$
\begin{equation*}
D^{(p)}(\rho)=\operatorname{Tr} J_{p}=g^{\mu_{1} \cdots \mu_{p}} \operatorname{Tr}\left(X_{\mu_{1}} X_{\mu_{2}} \cdots X_{\mu_{p}}\right) \tag{1.11}
\end{equation*}
$$

where $X_{\mu}$ is the representation matrix of $t_{\mu}$ in the representation $\rho$. When $\rho$ is irreducible, then we have

$$
\begin{equation*}
D^{(p)}(\rho)=J_{p}(\rho) d(\rho) \tag{1.12}
\end{equation*}
$$

where $d(\rho)$ is the dimension of $\rho$ and $J_{p}(\rho)$ is the eigenvalue of $J_{p}$ in $\rho$. If $\rho$ is reducible and is decomposed as a direct sum of irreducible components $\rho_{j}$ by

$$
\rho=\sum_{j} \oplus \rho_{j}
$$

then we have

$$
\begin{equation*}
D^{(p)}(\rho)=\sum_{j} D^{(p)}\left(\rho_{j}\right) . \tag{1.13}
\end{equation*}
$$

The explicit formula for $J_{p}(\rho)$ ( $\rho$ being irreducible) is computed in Ref. 13 for cases $p \leqslant 4$ and in I for $p=5$. More general formulas for $D^{(p)}(\rho)$ will be presented in Sec. 4, and the case of $p=6$ for exceptional Lie algebras is also dicussed in Sec. 5.

Also, for many practical problems, the second- and fourth-order indices $l_{2}(\rho)$ and $l_{4}(\rho)$ of Ref. 9 are very useful in view of extensive tabulation ${ }^{3}$ of their numerical values, which are defined by

$$
\begin{equation*}
l_{2 p}(\rho)=\sum_{M}(M, M)^{p}=\operatorname{Tr}\left(g^{i j} H_{i} H_{j}\right)^{\rho} \tag{1.14}
\end{equation*}
$$

for nonnegative integer values of $p$. Here, $H_{j}(j=1,2, \ldots, r)$ refer to the Cartan subalgebra elements of $L$, and the summation extends over all weights $M$ of $\rho$. Actually, $l_{2}(\rho)$ is simply proportional to $D^{(2)}(\rho)$, i.e.,

$$
\begin{equation*}
l_{2}(p)=c_{0} D^{(2)}(\rho) \tag{1.15}
\end{equation*}
$$

for some constant $c_{0}$. Since the presence of the normalization constant $c_{0}$ is often irrelevant, we may identify $l_{2}(\rho)$ with $D^{(2)}(\rho)$. The relation between $l_{4}(\rho)$ and $D^{(4)}(\rho)$ is more complicated and is discussed in Ref. 13.

Finally we simply remark that $D^{(p)}(\rho)$ are also useful ${ }^{11}$ for finding the Clebsch-Gordan decomposition of the product of two irreducible representations as well as for the branching rules.

## 2. EVALUATION OF $D^{(p)}(\Gamma)$

Let $L$ be a simple Lie algebra and let $\rho$ be a representation of $L$, which is not necessarily irreducible. Any generic element $t$ of $L$ is written as

$$
\begin{equation*}
t=\xi^{\mu} t_{\mu} \tag{2.1}
\end{equation*}
$$

where $t_{1}, t_{2}, \ldots, t_{d}$ is a basis of $L$ and where $\xi^{1}, \xi^{2}, \ldots, \xi^{d}$ are some real or complex numbers. Then, the matrix $X$ representing $t$ in the representation $\rho$ is given by

$$
\begin{equation*}
X=\xi^{\mu} X_{\mu}=\rho(t) \tag{2.2}
\end{equation*}
$$

Here $X_{\mu}\left(=\rho\left(t_{\mu}\right)\right)$ is the representation matrix of $t_{\mu}$. Let $G$ be a connected component of the Lie group generated by the Lie algebra $L$. Then, any $g \in G$ can be written as

$$
\begin{equation*}
g=e^{t} \tag{2.3}
\end{equation*}
$$

for some $t \in L$. Correspondingly, its representation matrix $U$ is expressed as

$$
\begin{equation*}
U \equiv \rho(g)=e^{X}=\exp \left(\xi^{\mu} X_{u}\right) \tag{2.4}
\end{equation*}
$$

Since we have

$$
\begin{equation*}
\operatorname{Tr} X=0 \tag{2.5}
\end{equation*}
$$

for any semisimple Lie algebra, we find

$$
\begin{equation*}
\operatorname{det} U=1 \tag{2.6}
\end{equation*}
$$

Moreover, assuming $L$ to be a compact Lie algebra, $U$ is a unitary matrix, i.e.,

$$
\begin{equation*}
U^{\dagger} U=E \tag{2.7}
\end{equation*}
$$

where $E$ is the identity matrix in $\rho$.
If $\psi$ is a vector in the representation space of $\rho$, then by action of $g \in G, \psi$ will transform into

$$
\begin{equation*}
\stackrel{g}{\psi} \psi^{\prime}=U \psi \tag{2.8}
\end{equation*}
$$

Let $d(\rho)$ be the dimension of $\rho$ and set for simplicity

$$
\begin{equation*}
N=d(\rho) \tag{2.9}
\end{equation*}
$$

Then, in view of Eqs. (2.6) and (2.7), we may regard $N \times N$ matrix $U$ to be an element of the defining (or basic) representation of the unitary unimodular group $\mathrm{SU}(N)$. Let $\Gamma$ be a given Young tableau with $k$ rows specified by Young's sym$\operatorname{bol}\left(f_{1}, f_{2}, \ldots f_{k}\right)$ satisfying

$$
\begin{equation*}
f_{1} \geqslant f_{2} \geqslant f_{3} \geqslant \cdots \geqslant f_{k} \geqslant 0 \tag{2.10}
\end{equation*}
$$

If $f_{k}=0$, then we may simply omit it and replace $k$ by $k-1$.

Correspondingly, we often write

$$
\begin{equation*}
\Gamma=\left(f_{2}, f_{2}, \ldots, f_{k}\right) \tag{2.11}
\end{equation*}
$$

We emphasize the fact that the notion of this Young tableau is independent of any specific Lie algebra $L$ or of the $\mathrm{SU}(N)$ group under consideration. Next, consider the tensor product $\psi^{n}=\psi \otimes \psi \otimes \cdots \otimes \psi(n$ times $)$ and construct the irreducible representation space $\psi^{n}(\Gamma)$ of the $\operatorname{SU}(N)$ group with a given permutation symmetry associated with the tableau $\Gamma$ out of $\psi^{n}$. Under the transformation equation (2.8), we will then have

$$
\begin{equation*}
\psi^{n}(\Gamma) \stackrel{g}{\rightarrow} \psi^{n}(\Gamma)=U^{n}(\Gamma) \psi^{n}(\Gamma) \tag{2.12}
\end{equation*}
$$

for some matrix $U^{n}(\Gamma)$, whose trace defines the character $\chi_{r}(U)$ by

$$
\begin{equation*}
\chi_{\Gamma}(U)=\operatorname{Tr} U^{n}(\Gamma) \tag{2.13}
\end{equation*}
$$

Note that the total number of boxes in the tableau $\Gamma$ is given by

$$
\begin{equation*}
n=f_{1}+f_{2}+\cdots+f_{k} \tag{2.14}
\end{equation*}
$$

Next, we restrict $\mathbf{S U}(N)$ to its subgroup $G$. Then, its restricted representation $\rho^{n}(\Gamma)$ will generally be reducible under $G$. Our task is to compute $D^{(p)}\left[\rho^{n}(\Gamma)\right]$. As we will see below, this can be readily accomplished once the explicit formula for the character $\chi_{\Gamma}(U)$ of the $\mathrm{SU}(N)$ is known. However, since its derivation is a little complicated, we will explain it first by a simpler example of $n=3$ with $\Gamma=\square \square$. In that case, the character is easily computed to be
$\chi_{\text {पII }}(U)=\frac{1}{6}\left\{(\operatorname{Tr} U)^{3}+2 \operatorname{Tr}\left(U^{3}\right)+3 \operatorname{Tr} U \operatorname{Tr}\left(U^{2}\right)\right\}$,
where $\operatorname{Tr} U^{\prime}(l=1,2,3)$ refer to the trace with respect to the $N$-dimensional space. Similarly, for the antisymmetric representation, we have

$$
\begin{equation*}
\chi_{\boxminus}(U)=\frac{1}{6}\left\{(\operatorname{Tr} U)^{3}+2 \operatorname{Tr}\left(U^{3}\right)-3 \operatorname{Tr} U \operatorname{Tr}\left(U^{2}\right)\right\} \tag{2.16}
\end{equation*}
$$

Since $U$ is defined by Eq. (2.4), the right side of Eq. (2.15) can be evaluated as

$$
\begin{align*}
& (U) \\
= & \frac{1}{6}(N+1)(N+2)+\frac{1}{4}(N+2)(N+3) \operatorname{Tr} X^{2} \\
& +\frac{1}{12}(N+3)(N+6) \operatorname{Tr} X^{3}+\frac{1}{8}(N+4)\left(\operatorname{Tr} X^{2}\right)^{2} \\
& +\frac{1}{48}\left[N^{2}+17 N+54\right] \operatorname{Tr} X^{4}+\cdots, \tag{2.17}
\end{align*}
$$

where $\ldots$ in Eq. (2.17) implies terms involving traces of higher powers of $X$ such as $\operatorname{Tr} X^{5}, \operatorname{Tr} X^{2} \operatorname{Tr} X^{3}$, etc.

Let $\widetilde{X}$ be the representation matrix of $t$ in the general representation $\rho^{n}(\Gamma)$ of $L$. Then,

$$
\begin{align*}
\chi_{\Gamma}(U) & =\operatorname{Tr}^{(\Gamma)} \exp \tilde{X}=\sum_{n=0}^{\infty} \frac{1}{n!} \operatorname{Tr}^{(\Gamma)}(\widetilde{X})^{n} \\
& =d(\Gamma)+\frac{1}{2!} \operatorname{Tr}^{(\Gamma)}(\widetilde{X})^{2}+\frac{1}{3!} \operatorname{Tr}^{(\Gamma)}(\widetilde{X})^{3}+\cdots \tag{2.18}
\end{align*}
$$

where $d(\Gamma)$ is the dimension of $\rho^{n}(\Gamma)$ and $\mathrm{Tr}^{(\Gamma)}$ indicates the trace in the representation space $\rho^{n}(\Gamma)$. Now we specialize $\Gamma$
to correspond to the tableau $\square \square$ and note

$$
\begin{equation*}
X=\xi^{\mu} X_{\mu}, \quad \widetilde{X}=\xi^{\mu} \widetilde{X}_{\mu} \tag{2.19}
\end{equation*}
$$

Since $\xi^{\mu}$ 's are arbitrary real or complex numbers, we compare coefficients of $\xi^{\mu_{1}} \xi^{\mu_{2} \ldots} \xi^{\mu_{p}}$ of both sides of Eqs. (2.17) and (2.18). In this way, we find

$$
\begin{align*}
& d(\Gamma)=\frac{1}{6} N(N+1)(N+2),  \tag{2.20a}\\
& \frac{1}{2!} \sum_{P} \operatorname{Tr}^{(\Gamma)}\left(\widetilde{X}_{\mu} \widetilde{X}_{\nu}\right)=\frac{1}{2}(N+2)(N+3) \frac{1}{2!} \sum_{P} \operatorname{Tr}\left(X_{\mu} X_{\nu}\right), \tag{2.20b}
\end{align*}
$$

$$
\begin{align*}
& \frac{1}{3!} \sum_{P} \operatorname{Tr}^{(\Gamma)}\left(\widetilde{X}_{\mu} \widetilde{X}_{v} \widetilde{X}_{\lambda}\right) \\
& \quad=\frac{1}{2}(N+3)(N+6) \frac{1}{3!} \sum_{P} \operatorname{Tr}\left(X_{\mu} X_{v} X_{\lambda}\right) \tag{2.20c}
\end{align*}
$$

for $p=0,2$, and 3 , and

$$
\begin{align*}
& \frac{1}{4!} \sum_{P} \operatorname{Tr}^{(\Gamma)}\left(\widetilde{X}_{\mu} \widetilde{X}_{v} \widetilde{X}_{\alpha} \widetilde{X}_{\beta}\right) \\
& \quad=\frac{1}{2}\left[N^{2}+17 N+54\right] \frac{1}{4!} \sum_{P} \operatorname{Tr}\left(X_{\mu} X_{v} X_{\alpha} X_{\beta}\right) \\
& \quad+3(N+4) \frac{1}{4!} \sum_{P} \operatorname{Tr}\left(X_{\mu} X_{v}\right) \operatorname{Tr}\left(X_{\alpha} X_{\beta}\right) \tag{2.21}
\end{align*}
$$

for $p=4$. Here, the summation over $P$ stands for $p$ ! permutations of indices $\mu, v, \alpha, \beta$, etc. Multiplying $g^{\mu v}$ and $g^{\mu v \lambda}$ to both sides of Eqs. (2.20b) and (2.20c), respectively, and noting Eq. (1.11), we find

$$
\begin{align*}
& D^{(2)}(\square \square)=\frac{1}{2}(N+2)(N+3) D^{(2)}(\square),  \tag{2.22a}\\
& D^{(3)}(\square \square)=\frac{1}{2}(N+3)(N+6) D^{(3)}(\square), \tag{2.22b}
\end{align*}
$$

where we identified $\rho$ with the single box $\square$ and set

$$
\begin{equation*}
D^{(P)}(\square) \equiv D^{(P)}(\rho) . \tag{2.23}
\end{equation*}
$$

For $p=4$, the situation is slightly more complicated. We first note

$$
\begin{equation*}
\operatorname{Tr}\left(X_{\mu} X_{v}\right)=\frac{D^{(2)}(\square)}{d\left(\rho_{0}\right)} g_{\mu \nu} \tag{2.24}
\end{equation*}
$$

where $\rho_{0}$ refers hereafter to the adjoint representation of $L$. Multiplying $g^{\mu v \alpha \beta}$ to both sides of Eq. (2.21) and noting the orthogonality relation $g^{\mu v \alpha \beta} g_{\mu \nu} g_{\alpha \beta}=0$ [see Eq. (1.9a)], we find then

$$
\begin{equation*}
D^{(4)}(\square \square)=\frac{1}{2}\left(N^{2}+17 N+54\right) D^{(4)}(\square) . \tag{2.25}
\end{equation*}
$$

We remark that if we had started from the antisymmetric representation $\Gamma=\exists$ [as in Eq. (2.16)], all these formulas for $D^{(p)}(\Gamma)$ and $d(\Gamma)$ will remain the same if we make the formal change $N \rightarrow-N$. As we shall prove shortly, this property is always valid for any tableau $\Gamma$ and its conjugate tableau $\Gamma^{*}$, except for the sign change factor $(-1)^{n-1}$ where $n$ is defined by Eq. (2.14), i.e., $n$ is the total number of boxes contained in $\Gamma$.

If we multiply $g^{\mu \nu} g^{\alpha \beta}$ to both sides of Eq. (2.21), then we will obtain a formula for the fourth-order index ${ }^{11} \bar{D}^{(4)}(\Gamma)$ corresponding to the Casimir invariant $\left(I_{2}\right)^{2}$. This will be discussed later. However, we will consider here the index $l_{4}(\Gamma)$. We restrict Greek indices $\mu, v, \alpha, \beta$ in Eq. (2.21) to Cartan subalgebra indices $i, j, k, l$ with $X_{\mu}=H_{i}, X_{v}=H_{j}, X_{\alpha}$
$=H_{k}$, and $X_{\beta}=H_{l}$, and multiply $g^{i j} g^{k l}$. Then, we obtain

$$
\begin{align*}
l_{4}(\square)= & \frac{1}{2}\left(N^{2}+17 N+54\right) l_{4}(\square) \\
& +((r+2) / r)(N+4)\left(l_{2}(\square)\right)^{2}, \tag{2.26}
\end{align*}
$$

where $r$ is the rank of $L$. Note that the extra term in the righthand side of Eq. (2.26) comes from the second contribution on Eq. (2.21), which gives however no contribution to $D^{(4)}$ (ID).

The procedure explained above is applicable to general cases, once the character formula is given. First let

$$
\begin{equation*}
h(f) \equiv \chi_{f}(U) \tag{2.27}
\end{equation*}
$$

be the character of the $\mathrm{SU}(N)$ group corresponding to a completely symmetric representation corresponding to
$\Gamma=\square \cdots$ ( $f$ boxes). If $z$ is an arbitrary real or complex variable, then the generating function for $\chi_{f}(U)$ is well known ${ }^{1}$ and is shown as

$$
\begin{equation*}
\sum_{f=0}^{\infty} z^{f} \chi_{f}(U)=\frac{1}{\operatorname{det}(E-z U)}=\exp \left(\sum_{l=1}^{\infty} \frac{z^{l}}{l} \operatorname{Tr}\left(U^{\prime}\right)\right) \tag{2.28}
\end{equation*}
$$

For a later purpose we introduce $a_{f}(U)$ which is the character of the completely antisymmetric representation of the $\mathrm{SU}(N)$ group with $f$ boxes in the single column. Then, we have analogously

$$
\begin{equation*}
\sum_{f=0}^{N}(-1) z^{f} a_{f}(U)=\operatorname{det}(E-z U)=\exp \left(-\sum_{l=1}^{\infty} \frac{z^{l}}{l} \operatorname{Tr}\left(U^{\prime}\right)\right) \tag{2.29}
\end{equation*}
$$

Now, the general character $\chi_{\Gamma}(U)$ for a given Young tableau $\Gamma$ with $\Gamma=\left(f_{1}, f_{2}, \ldots f_{k}\right)$ is determined from the Weyl's formula ${ }^{1}$ to be

$$
\begin{equation*}
\chi_{\Gamma}(U)=\operatorname{det} \alpha_{i j} \tag{2.30}
\end{equation*}
$$

where $k \times k$ matrix $\alpha_{i j}(i, j=1,2, \ldots, k)$ is defined by

$$
\begin{equation*}
\alpha_{i j}=h\left(f_{j}+i-j\right) \tag{2.31}
\end{equation*}
$$

with the understanding that $h(0)=1$ and $h(l)=0$ for $l<0$. Next, we restrict $\mathrm{SU}(N)$ to its subgroup $G$ and we insert $U=\exp X$ [see Eq. (2.4)] into the right side of (2.30). However, for the purpose of calculating $D^{|p|}(\Gamma)(p \geqslant 2)$, only terms containing $\operatorname{Tr} X^{p}$ in the expansion are relevant by the orthogonality conditions, Eqs. (1.9), just as the second term in Eq. (2.21) did not contribute to the evaluation of $D^{(4)}(\square \square)$ in Eq. (2.25). Thus, we expand for $p \geqslant 2$,

$$
\begin{equation*}
h(f)=\frac{(N+f-1)!}{f!(N-1)!}+\frac{1}{p!} \beta^{(p)}(f) \operatorname{Tr} X^{p}+\cdots \tag{2.32}
\end{equation*}
$$

Here, we have set

$$
\begin{equation*}
\beta^{(p)}(f)=\sum_{l=0}^{f} \frac{(N+l-1)!}{l!(N-1)!}(f-l)^{p-1} \tag{2.33}
\end{equation*}
$$

and other terms in the right side of Eq. (2.32) are either those involving traces of different powers of $X$ such as $\operatorname{Tr} X^{p+1}$ or terms involving products of traces such as $\operatorname{Tr} X^{2} \operatorname{Tr} X^{p-2}$, etc. As we shall see shortly, all these neglected terms are not necessary for our consideration. Now, we insert Eq. (2.32) into Eq. (2.30). The left side of $\chi_{\Gamma}(U)$ is again expanded by Eq. (2.18). Comparing both sides of coefficients of
$\xi^{\mu_{1} \xi^{\mu_{2}} \ldots \xi^{\mu_{p}} \text {, we find }}$

$$
\begin{align*}
& \frac{1}{p!} \sum_{P} \operatorname{Tr}^{(r)}\left(\widetilde{X}_{\mu_{1}} \tilde{X}_{\mu_{2}} \cdots \widetilde{X}_{\mu_{p}}\right) \\
& \quad=Q_{p}(\Gamma) \frac{1}{p!} \sum_{P} \operatorname{Tr}\left(X_{\mu_{1}} X_{\mu_{2}} \cdots X_{\mu_{p}}\right)+\cdots, \tag{2.34}
\end{align*}
$$

where the second term of the right side of Eq. (2.34) contains products of traces such as

$$
\operatorname{Tr}\left(X_{\mu_{1}} X_{\mu_{2}}\right) \operatorname{Tr}\left(X_{\mu_{3}} \cdots X_{\mu_{\mathrm{p}}}\right)
$$

etc. Multiplying $g^{\mu_{1} \cdots \mu_{p}}$ to both sides of Eq. (2.34) and noting the orthogonality condition, Eqs. (1.9), together with the reasoning explained in I, only the first term in the right side on Eq. (2.34) survives, and we obtain

$$
\begin{equation*}
D^{(p)}(\Gamma)=Q_{p}(\Gamma) D^{(p)}(\square) . \tag{2.35}
\end{equation*}
$$

The coefficient $Q_{p}(\Gamma)$ can be readily computed as follows. We first define $k \times k$ matrix $A$ by

$$
\begin{equation*}
A_{i j}=\frac{\left(N+i-j+f_{j}-1\right)!}{(N-1)!\left(i-j+f_{j}\right)!}=\binom{N+i-j+f_{j}-1}{N-1} \tag{2.36}
\end{equation*}
$$

Let $B_{i j}$ be the $(i, j)$ cofactor of the matrix $A$ so that the $k \times k$ matrix $B$ is given by

$$
\begin{equation*}
B=\left(A^{T}\right)^{-1} \operatorname{det} A \tag{2.37}
\end{equation*}
$$

where $A^{T}$ is the transpose matrix of $A$. Then, $Q_{p}(\Gamma)$ is now calculated by the formula

$$
\begin{equation*}
Q_{p}(\Gamma)=\sum_{i, j=1}^{k} \beta^{(p)}\left(f_{j}+i-j\right) B_{i j} \tag{2.38}
\end{equation*}
$$

where $\beta^{(p)}(f)$ is defined by Eq. (2.33) with $\beta^{(p)}(f) \equiv 0$ for $f \leqslant 0$. We also note that the dimension $d(\Gamma)$ is given by

$$
\begin{equation*}
d(\Gamma)=\operatorname{det} A \tag{2.39}
\end{equation*}
$$

When the Young tableau $\Gamma$ is fixed, then $Q_{p}(\Gamma)$ as a function of $N$ is easily seen from Eqs. (2.33)-(2.38) to be a polynomial of $N$ of degree $n-1$ with $n$ being given by Eq. (2.14). We also remark that we have $D^{(p)}(\Gamma)=D^{(p)}\left(\rho^{n}(\Gamma)\right)=0$ identically whenever $D^{(p)}(\rho)=0$. Of course, this fact is trivially satisfied, if $L$ does not possess $p$ th-order fundamental Casimir invariant $J_{p}$. At any rate, we rewrite often Eq. (2.35) simply as

$$
\begin{equation*}
Q_{p}(\Gamma)=D^{(p)}(\Gamma) / D^{(p)}(\square) \tag{2.40}
\end{equation*}
$$

without cautioning that Eq. (2.40) is really meaningless when we have $D^{(p)}(\square)=0$.

Next, let $\Gamma^{*}$ be the Young tableau conjugate to $\Gamma$, i.e., the tableau which can be obtained from $\Gamma$ by its mirror reflection with respect to its diagonal blocks. Then, by JacobiTrudi, as well as Naegelsbach-Kostka identities, ${ }^{14}$ we can rewrite the character $\chi_{\Gamma^{*}}(U)$ of $\Gamma^{*}$ in Eq. (2.30) to be

$$
\begin{equation*}
\chi_{\Gamma^{*}}(U)=\operatorname{det} \tilde{\alpha}_{i j} \tag{2.41}
\end{equation*}
$$

where $k \times k$ matrix $\tilde{\alpha}_{i j}$ is defined by

$$
\begin{equation*}
\tilde{\alpha}_{i j}=a\left(f_{j}+i-j\right), \quad a(f) \equiv a_{f}(U) \tag{2.42}
\end{equation*}
$$

in terms of $a_{f}(U)$ defined by Eq. (2.29). Then, repeating the same procedure as before, we calculate

$$
\begin{equation*}
Q_{p}\left(\Gamma^{*}\right)=\frac{D^{(p)}\left(\Gamma^{*}\right)}{D^{(p)}(\square)}=\sum_{i, j=1}^{k} \widetilde{B}_{i j} \widetilde{\beta}_{i j}^{(p)} \tag{2.43}
\end{equation*}
$$

$$
\begin{equation*}
d\left(\Gamma^{*}\right)=\operatorname{det} \tilde{A} \tag{2.44}
\end{equation*}
$$

Here, $k \times k$ matrix $\tilde{A}$ is defined by

$$
\begin{equation*}
\tilde{A}_{i j}=\frac{N!}{\left(f_{j}-j+i\right)!\left(N-f_{j}+j-i\right)!}=\binom{N}{f_{j}-j+i} \tag{2.45}
\end{equation*}
$$

and $\widetilde{B}_{i j}$ is $(i, j)$ cofactor of the matrix $\widetilde{A}$. Finally,

$$
\begin{align*}
& \widetilde{\beta}_{i j}^{(p)}=\widetilde{\beta}^{(p)}\left(f_{j}+i-j\right),  \tag{2.46a}\\
& \widetilde{\beta}^{(p)}(f)=-\sum_{l=0}^{f} \frac{N!}{l!(N-l)!}(-1)^{f-l}(f-l)^{p-1} .(2.46 \mathrm{~b})
\end{align*}
$$

Comparing Eqs. (2.38) and (2.43) and noting

$$
\binom{-N}{l}=(-1)^{l}\binom{N+l-1}{l}
$$

we obtain an identity

$$
\begin{align*}
& Q_{p}\left(\Gamma^{*}, N\right)=(-1)^{n-1} Q_{P}(\Gamma,-N)  \tag{2.47a}\\
& d\left(\Gamma^{*}, N\right)=(-1)^{n} d(\Gamma,-N) \tag{2.47~b}
\end{align*}
$$

where $n$ is again given by Eq. (2.14) and we wrote $Q_{p}(\Gamma)$, etc. as $Q_{p}(\Gamma, N)$ in order to emphasize its $N$ dependence for a given Young tableau $\Gamma$. The validity of Eq. (2.47a) for the case of $p=2$ and 3 has been noted in Refs. 5 and 7. These are also consistent with a theorem of Cvitanovic and Kennedy. ${ }^{15}$

The advantage of using $D^{(p)}(\Gamma)$ instead of $l_{p}(\Gamma)$ is that its calculation is simpler. However, since an extensive table of $l_{2}(\rho)$ and $l_{4}(\rho)$ is available, ${ }^{3}$ we have computed also the expression for $l_{4}(\Gamma)$ to be

$$
\begin{equation*}
l_{4}(\Gamma)=Q_{4}(\Gamma) l_{4}(\square)+((r+2) / r) R_{4}(\Gamma)\left(l_{2}(\square)\right)^{2} \tag{2.48}
\end{equation*}
$$

where $Q_{4}(\Gamma)$ is defined by Eq. $(2.38)$ for $p=4$, and $R_{4}(\Gamma)$ is given by

$$
\begin{align*}
R_{4}(\Gamma)= & \sum_{i_{j}=1}^{k}\binom{N+f_{j}+i-j+1}{N+3} B_{i j} \\
& +\sum_{\substack{i_{1} \neq i_{2} \\
j_{1} \neq j_{2}}}^{k}\binom{N+f_{j_{1}}+i_{1}-j_{1}}{N+1}\binom{N+f_{j_{2}}+i_{2}-j_{2}}{N+1} \\
& \times B_{i_{1} i_{2} j_{1} j_{2}} . \tag{2.49}
\end{align*}
$$

Note that in order to derive this formula, we had to include terms proportional to $\operatorname{Tr}\left(X_{\mu} X_{v}\right) \operatorname{Tr}\left(X_{\alpha} X_{\beta}\right)$ which gives no contribution to $D^{(p)}(\Gamma)$. Here, $B_{i_{1}, i_{2} j_{j} j_{2}}$ is cofactor of the ma$\operatorname{trix} A$ corresponding to two elements $A_{i, j_{1}}$ and $A_{i, j_{2}}$ $\left(i_{1} \neq i_{2}, j_{1} \neq j_{2}\right)$, and we have set

$$
\binom{l}{j}=\frac{l!}{j!(l-j)!}
$$

for simplicity. As a function of $N$ for a given $\Gamma, Q_{4}(\Gamma)$ and $R_{4}(\Gamma)$ are readily seen to be polynomials of $N$ of degree, respectively, of $n-1$ and $n-2$ in agreement with the conclusion of Refs. 6-9. Writing $R_{4}(\Gamma)$ as $R_{4}(\Gamma, N)$, we find also

$$
\begin{equation*}
R_{4}\left(\Gamma^{*}, N\right)=(-1)^{n} R_{4}(\Gamma,-N) \tag{2.50}
\end{equation*}
$$

as an analog of Eq. (2.47). If we decompose $\rho^{n}(\Gamma)$ as a direct sum of irreducible components $\rho_{j}$ as in Eq. (1.4), then $l_{4}(\Gamma)$ satisfies

$$
\begin{equation*}
l_{4}(\Gamma)=\sum_{j} l_{4}\left(\rho_{j}\right) \tag{2.51}
\end{equation*}
$$

which can be used as a check of Eq. (1.4).

In I, we have introduced another fourth-order index $\bar{D}^{(4)}(\rho)$ by

$$
\begin{align*}
& \bar{D}^{(4)}(\rho)=b^{\mu v \alpha \beta} \operatorname{Tr}\left(X_{\mu} X_{v} X_{\alpha} X_{\beta}\right),  \tag{2.52a}\\
& b^{\mu v \alpha \beta}=\frac{1}{3}\left(g^{\mu \gamma} g^{\alpha \beta}+g^{\mu \alpha} g^{v \beta}+g^{\mu \beta} g^{v \alpha}\right) . \tag{2.52b}
\end{align*}
$$

If $\Gamma$ is a direct sum of irreducible components $\rho_{j}$ as $\Gamma$ $=\sum_{j} \oplus \rho_{j}$, then we have

$$
\begin{align*}
\bar{D}^{(4)}(\Gamma) & =\sum_{j} D^{(2)}\left(\rho_{j}\right)\left\{\frac{D^{(2)}\left(\rho_{j}\right)}{d\left(\rho_{j}\right)}-\frac{1}{6} \frac{D^{(2)}\left(\rho_{0}\right)}{d\left(\rho_{0}\right)}\right\} \\
& =\sum_{j} \bar{D}^{(4)}\left(\rho_{j}\right) \tag{2.53}
\end{align*}
$$

where $\bar{D}^{(4)}(\Gamma)$ is calculated similarly also as
$\bar{D}^{(4)}(\Gamma)=Q_{4}(\Gamma) \bar{D}^{(4)}(\square)+\frac{d\left(\rho_{0}\right)+2}{d\left(\rho_{0}\right)} R_{4}(\Gamma)\left(D^{(2)}(\square)\right)^{2}$.
Concluding this section, we may note the following. We have already remarked that we have $D^{(p)}(\Gamma)=0$ identically for any $\Gamma$ if $D^{(p)}(\rho)=D^{(p)}(\square)=0$. This statement holds valid even if $\rho(=\square)$ is reducible. For $p=3$, this fact may have the following physical implication, since $D^{(3)}(\rho)$ is the anomaly coefficient ${ }^{16}$ of the gauge field theory. Suppose that $\square$ $(=\rho)$ corresponds to some fundamental constituent representation of, say, preon, or quarks and leptons in any grand unified theory such as $\mathrm{SU}(5)$ or $\mathrm{SO}(10)$. Then, the renormalizability of theory ${ }^{17}$ requires $D^{(3)}(\square)=0$. Therefore the consequence $D^{(3)}\left[\rho^{n}(\Gamma)\right]=0$ implies also the fact that the effective Lagrangian field theory for any type of bound states of these preons or quark-leptons with the same gauge fields must satisfy also the same anomaly-free condition.

## 3. SOME EXAMPLES

In order to make our formulation useful for practical problems, we compute here some explicit formulas for $Q^{p}(\Gamma)$ and $R_{4}(\Gamma)$. As we have emphasized already, they depend only upon a given Young tableau $\Gamma$ and $N(=d(\square))$ but not directly upon the original Lie algebra $L$. The simplest case is for a totally symmetric or totally antisymmetric Young tableau. We adopt here the standard notation

$$
\begin{gather*}
\square \cdots(f \text { times })=\{f\}=\left\{f \Lambda_{1}\right\},  \tag{3.1}\\
\quad \square  \tag{3.2}\\
\quad \square \quad(f \text { times })=\left\{1^{f}\right\}=\left\{\Lambda_{f}\right\} .
\end{gather*}
$$

Then, we use Eq. (2.38) with $k=1$ for Eq. (3.1) and Eq. (2.43) with $k=1$ for Eq. (3.2). The results are

$$
\begin{equation*}
Q_{p}\left(\Lambda_{f}\right)=\tilde{\beta}^{(p)}(f)=-\sum_{l=0}^{f-1}(-1)^{f-l}(f-l)^{p-1} \frac{N!}{l!(N-l)!} \tag{3.3a}
\end{equation*}
$$

$$
\begin{equation*}
Q_{p}\left(f \Lambda_{1}\right)=\beta^{(p)}(f)=\sum_{l=0}^{f-1}(f-l)^{p-l} \frac{(N+l-1)!}{l!(N-1)!} \tag{3.3b}
\end{equation*}
$$

Similarly, we calculate

$$
\begin{align*}
& R_{4}\left(\Lambda_{f}\right)=\frac{(N-4)!}{(f-2)!(N-f-2)!}  \tag{3.4a}\\
& R_{4}\left(f \Lambda_{1}\right)=\frac{(N+f+1)!}{(f-2)!(N+3)!} \tag{3.4b}
\end{align*}
$$

The expression for $Q_{p}\left(\Lambda_{f}\right)$ may be identified with the $p$ thorder generalized anomaly coefficient $A_{p}(N, f)$. Equation (3.3a) has been applied to grand unified theory by Frampton and Kephart ${ }^{18}$ for a study of the fermion family problem in particle physics.

For special cases of $p \leqslant 5$, we can sum up the expression for $\beta^{(p)}(f)$ to be

$$
\begin{align*}
& \beta^{(2)}(f)=\frac{(N+f)!}{(N+1)!(f-1)!} \\
& \beta^{(3)}(f)=(N+2 f) \frac{(N+f)!}{(N+2)!(f-1)!} \\
& \beta^{(4)}(f)=\{N(N-1)+6 f(N+f)\} \frac{(N+f)!}{(N+3)!(f-1)!} \tag{3.5}
\end{align*}
$$

$\beta^{(5)}(f)$
$=(N+2 f)\{N(N-5)+12 f(N+f)\} \frac{(N+f)!}{(N+4)!(f-1)!}$.
For more detail see the Appendix. Then, the value of $\widetilde{\beta}^{(p)}(f)$ can be evaluated from $\beta^{(p)}(f)$ by letting $N \rightarrow-N$ as before. The values of $Q^{P}\left(\Lambda_{f}\right)$ for the antisymmetric representations are evaluated from these to be

$$
\begin{align*}
& Q_{2}\left(\Lambda_{f}\right)=\frac{(N-2)!}{(f-1)!(N-f-1)!} \\
& Q_{3}\left(\Lambda_{f}\right)=(N-2 f) \frac{(N-3)!}{(f-1)!(N-f-1)!},  \tag{3.6}\\
& Q_{4}\left(\Lambda_{f}\right)=\{N(N+1)-6(N-f)\} \frac{(N-4)!}{(f-1)!(N-f-1)!}, \\
& Q_{5}\left(\Lambda_{f}\right) \\
& =(N-2 f)\{N(N+5)-12 f(N-f)\} \frac{(N-5)!}{(f-1)!(N-f-1)!}
\end{align*}
$$

which reproduces, of course, the same results as those directly computed ${ }^{11,13}$ by the formula $D^{(p)}(\rho)=d(\rho) J_{p}(\rho)$ for the $\mathrm{SU}(N)$ group. The results for $Q_{p}\left(\Lambda_{f}\right)(p=2$ and 3$)$, are previously given in Refs. 8, 9, and 16.

Here, we present also explicit formulas for $Q_{p}(\Gamma)$ ( $p \leqslant 4$ ), and $R_{4}(\Gamma)$ for cases of $n=2,3$, or 4 .
(1) $n=2$
(1a) $\quad \Gamma=\square$,
$d(\Gamma)=\frac{1}{2} N(N+1), \quad R_{4}(\Gamma)=1$,
$Q_{p}(\Gamma)=N+2^{p-1} \quad(p \geqslant 2)$.
(1b) $\quad \Gamma=日$,

$$
\begin{array}{ll}
d(\Gamma)=\frac{1}{2} N(N-1), & R_{4}(\Gamma)=1 \\
Q_{p}(\Gamma)=N-2^{p-1} & (p \geqslant 2)
\end{array}
$$

(2) $n=3$
(2a) $\quad \Gamma=\square \square$,
$d(\Gamma)=\frac{1}{6} N(N+1)(N+2)$,
$Q_{2}(\Gamma)=\frac{1}{2}(N+2)(N+3)$,
$Q_{3}(\Gamma)=\frac{1}{2}(N+3)(N+6)$,
$Q_{4}(\Gamma)=\frac{1}{2}\left(N^{2}+17 N+54\right)$,
$R_{4}(\Gamma)=N+4$,
$Q_{p}(\Gamma)=\frac{1}{2} N^{2}+\frac{1}{2}\left[1+2^{p}\right] N+3^{p-1} \quad(p \geqslant 2)$.
(2b) $\quad \Gamma=\theta$,
$d(\Gamma)=\frac{1}{6} N(N-1)(N-2)$,
$Q_{2}(\Gamma)=\frac{1}{2}(N-2)(N-3)$,
$Q_{3}(\Gamma)=\frac{1}{2}(N-3)(N-6)$,
$Q_{4}(\Gamma)=\frac{1}{2}\left[N^{2}-17 N+54\right]$,
$R_{4}(\Gamma)=N-4$,
$Q_{p}(\Gamma)=\frac{1}{2} N^{2}-\frac{1}{2}\left[1+2^{p}\right] N+3^{p-1} \quad(p \geqslant 2)$.
(2c) $\quad \Gamma=\square$,
$d(\Gamma)=\frac{1}{3} N\left(N^{2}-1\right)$,
$Q_{2}(\Gamma)=N^{2}-3$,
$Q_{3}(\Gamma)=N^{2}-9$,
$Q_{4}(\Gamma)=N^{2}-27$,
$R_{4}(\Gamma)=2 N$,
$Q_{p}(\Gamma)=N^{2}-3^{p-1} \quad(p \geqslant 2)$.
(3) $n=4$
(3a)
$\Gamma=[\perp \Gamma]$,
$d(\Gamma)=\frac{1}{24} N(N+1)(N+2)(N+3)$,
$Q_{2}(\Gamma)=\frac{1}{6}(N+2)(N+3)(N+4)$,
$Q_{3}(\Gamma)=\frac{1}{6}(N+3)(N+4)(N+8)$,
$Q_{4}(\Gamma)=\frac{1}{6}(N+4)\left(N^{2}+23 N+96\right)$,
$R_{4}(\Gamma)=\frac{1}{2}(N+4)(N+5)$.
(3b)

$$
\begin{aligned}
& \Gamma=\exists \\
& d(\Gamma)=\frac{1}{24} N(N-1)(N-2)(N-3), \\
& Q_{2}(\Gamma)=\frac{1}{6}(N-2)(N-3)(N-4), \\
& Q_{3}(\Gamma)=\frac{1}{6}(N-3)(N-4)(N-8), \\
& Q_{4}(\Gamma)=\frac{1}{6}(N-4)\left(N^{2}-23 N+96\right), \\
& R_{4}(\Gamma)=\frac{1}{2}(N-4)(N-5) .
\end{aligned}
$$

(3c) $\quad \Gamma=母$,
$d(\Gamma)=\frac{1}{12} N^{2}\left(N^{2}-1\right)$,
$Q_{2}(\Gamma)=\frac{1}{3} N\left(N^{2}-4\right)$,
$Q_{3}(\Gamma)=\frac{1}{3} N\left(N^{2}-16\right)$,
$Q_{4}(\Gamma)=\frac{1}{3} N\left(N^{2}-58\right)$,
$R_{4}(\Gamma)=N^{2}+2$.
(3d)

$$
\begin{align*}
& \Gamma=\square \square \\
& d(\Gamma)=\frac{1}{8} N(N-1)(N+1)(N+2), \\
& Q_{2}(\Gamma)=\frac{1}{2}(N+2)\left(N^{2}+N-4\right), \\
& Q_{3}(\Gamma)=\frac{1}{2}(N+4)\left(N^{2}+N-8\right), \\
& Q_{4}(\Gamma)=\frac{1}{2}(N+8)\left(N^{2}+N-16\right), \\
& R_{4}(\Gamma)=\frac{1}{2}\left(3 N^{2}+9 N-8\right) . \\
& \Gamma=\square  \tag{3e}\\
& \\
& d(\Gamma)=\frac{1}{8} N(N-1)(N+1)(N-2), \\
& Q_{2}(\Gamma)=\frac{1}{2}(N-2)\left(N^{2}-N-4\right), \\
& Q_{3}(\Gamma)=\frac{1}{2}(N-4)\left(N^{2}-N-8\right), \\
& Q_{4}(\Gamma)=\frac{1}{2}(N-8)\left(N^{2}-N-16\right), \\
& R_{4}(\Gamma)=\frac{1}{2}\left(3 N^{2}-9 N-8\right) .
\end{align*}
$$

These reproduce of course the results of Refs. 6 and 7. More general formulas will be given in the Appendix.

We should note that for the $G=\mathrm{SU}(N)$ group, the numerical values of $l_{4}(\square)$ and $l_{2}(\square)$ with the normalization specified in Ref. 3 are given by

$$
\begin{equation*}
l_{2}(\square)=N-1, \quad l_{4}(\square)=(N-1)^{2} / N . \tag{3.7}
\end{equation*}
$$

Therefore, $l_{4}\left(\Gamma^{*}\right)$ for the $\mathrm{SU}(N)$ group cannot be obtained from $l_{4}(\Gamma)$ by simply substituting $N \rightarrow-N$ from $l_{4}(\Gamma)$, although $Q_{4}\left(\Gamma^{*}\right)$ and $R_{4}\left(\Gamma^{*}\right)$ can be, respectively, obtained from $Q_{4}(\Gamma)$ and $R_{4}(\Gamma)$ by $N \rightarrow-N$. This is due to normalization condition (3.7), and $r=N-1$.

For a practical application of these results we note the following. If $\Gamma \equiv \rho^{n}(\Gamma)$ is a direct sum of irreducible representations $\rho_{j}$ as

$$
\begin{equation*}
\Gamma=\sum_{j} \oplus \rho_{j}, \tag{3.8}
\end{equation*}
$$

then, we should have

$$
\begin{align*}
& d(\Gamma)=\sum_{j} d\left(\rho_{j}\right),  \tag{3.9a}\\
& l_{p}(\Gamma)=\sum_{j} l_{p}\left(\rho_{j}\right),  \tag{3.9b}\\
& D^{(p)}(\Gamma)=\sum_{j} D^{(p)}\left(\rho_{j}\right),  \tag{3.9c}\\
& \bar{D}^{(4)}(\Gamma)=\sum_{j} \bar{D}^{(4)}\left(\rho_{j}\right) . \tag{3.9d}
\end{align*}
$$

Also, we remark that $l_{2}(\rho)$ and $l_{2}(\Gamma)$ are essentially equivalent to $D^{(2)}(\rho)$ and $D^{(2)}(\Gamma)$, respectively, apart from some common normalization constant. Therefore we have

$$
\begin{equation*}
l_{2}(\Gamma)=Q_{2}(\Gamma) l_{2}(\square) \tag{3.10}
\end{equation*}
$$

Also, the $D^{(3)}(\Gamma)$ sum rule is useful only for the case of the $G=\operatorname{SU}(m)$ group, since $D^{(3)}(\rho)=0$ identically ${ }^{16}$ for all other simple Lie groups.

For example, consider the case of $G=\mathrm{SO}(10)$ with $\rho=\square$ being the 16 -dimensional spinor representation. To be definite, we choose the highest weight of $\rho$ to be $\Lambda_{5}$, in the lexicographical ordering convention of simple root system of

Ref. 3. We now want to show the decomposition

$$
\begin{align*}
\boxminus \exists= & \left\{2 \Lambda_{3}\right\} \oplus\left\{\Lambda_{1}+2 \Lambda_{5}\right\} \oplus\left\{\Lambda_{4}+\Lambda_{5}\right\} \\
& \oplus\left\{2 \Lambda_{1}\right\} \oplus\{0\}, \tag{3.11}
\end{align*}
$$

where $\{\Lambda$ \} implies the irreducible representation of $\mathrm{SO}(10)$ with the highest weight $\Lambda$. As we shall see, the sum rules for $d(\Gamma), l_{2}(\Gamma)$, and $l_{4}(\Gamma)$ essentially suffice for the establishment of Eq. (3.11). For a later purpose, we also note

$$
\begin{equation*}
Q_{p}(\boxminus)=\frac{1}{3} N\left\{N^{2}-1-3\left(3^{p-1}-2^{p-1}\right)\right\} \tag{3.12}
\end{equation*}
$$

In the present problem we have $N=16$ and $r=5$. Then, our formulas lead to numerical values of

$$
\begin{aligned}
& d(母)=5440, \\
& l_{2}(\sharp)=26880, \\
& l_{4}(\#)=170880,
\end{aligned}
$$

where we used $l_{2}(\square)=l_{2}\left(\Lambda_{5}\right)=20$ and $l_{2}(\square)=l_{4}\left(\Lambda_{5}\right)=25$ for $D_{5}$ from the table of Ref. 3. Then, the validity of Eq. (3.11) can be established by noting
(i) $\quad d(\rho)$ sum rule (3.9a),

$$
5440=4125+1050+210+54+1
$$

(ii) $\quad l_{2}(\rho)$ sum rule $(3.9 \mathrm{~b})$ for $p=2$,

$$
26880=22000+4200+560+120+0
$$

(iii) $\quad l_{4}(\rho)$ sum rule $(3.9 \mathrm{~b})$ for $p=4$,

$$
170880=148000+20800+1760+320+0
$$

again from the table of Ref. 3. However, the solution (3.11) is actually not unique, since we could have used the representation $\left\{\Lambda_{1}+2 \Lambda_{4}\right\}$ instead of $\left\{\Lambda_{1}+2 \Lambda_{5}\right\}$, both of which have the same values for $d(\rho), l_{2}(\rho)$, and $l_{4}(\rho)$. Even the congruence selection rule ${ }^{19}$ does not help us to choose one of them since both belong to the same congruence class. However, we could resolve this issue by utilizing the fifth-order indices $D^{(5)}(\rho)$ whose eigenvalues are given by [see Sec. 4, Eq. (4.22)]

$$
\begin{equation*}
D^{(5)}(\rho)=l_{1} l_{2} l_{3} l_{4} l_{5} d(\rho) \tag{3.13}
\end{equation*}
$$

for any irreducible representation $\rho$, where $l_{j}(1 \leqslant j \leqslant 5)$ are defined by

$$
l_{j}=f_{j}+5-j \quad(1 \leqslant j \leqslant 5), \text { when } \rho=\left(f_{1}, f_{2}, f_{3}, f_{4}, f_{5}\right) \text {. }
$$

Then we calculate

$$
D^{(5)}(\boxminus)=320 D^{(5)}(\square)
$$

from Eq. (3.12) and

$$
\begin{aligned}
& D^{(5)}\left(\Lambda_{1}+2 \Lambda_{5}\right)=-D^{(5)}\left(\Lambda_{1}+2 \Lambda_{4}\right)=320 D^{(5)}(\square), \\
& D^{(5)}(\square)=D^{(5)}\left(\Lambda_{5}\right)=\frac{1}{2} \times 9!!
\end{aligned}
$$

from Eq. (3.13), while we find

$$
D^{(5)}\left(2 \Lambda_{3}\right)=D^{(5)}\left(\Lambda_{4}+\Lambda_{5}\right)=D^{(5)}\left(2 \Lambda_{1}\right)=D^{(5)}(0)=0
$$

when we note $l_{5}=f_{5}=0$ for these irreducible representations. Then, the sum rule ( 3.9 c ) for $p=5$ can be satisfied for the present problem only by the solution (3.11). Similarly, we can verify the validity of Eqs. (1.3) by the same technique. Our results agree with those given by Schellekens et al. ${ }^{7}$ who have also studied many decompositions of this kind up to
$n=5$ by using both $l_{2}(\rho)$ and $l_{4}(\rho)$ sum rules but not the $D^{(5)}(\rho)$ sum rule. For more complicated Young tableaux, the use of higher-order indices is expected to be more useful.

As we emphasized in the Introduction, the reason for our special choice of $L=D_{5}$ with $\rho=\left\{\Lambda_{5}\right\}$ here is motivated for its potential relevance to the grand unified theory. ${ }^{4}$ However, many other Lie algebras such as $E_{6}$ could also be potential candidates for GUT. Schellekens et al. ${ }^{20}$ as well as Tosa and Marshak ${ }^{21}$ have studied such problems for possible applications to preon models in elementary particle physics.

## 4. FORMULA FOR GENERAL INDICES

In order to apply our formalism to practical problems, it is necessary to know the explicit form of $D^{(p)}(\rho)$. Formulas for $J_{p}(\rho)$ with $p \leqslant 4$ have been given in Ref. 13 , while $J_{5}(\rho)$ has been evaluated in Ref. 11. From these, we can calculate $D^{(p)}(\rho)=J_{p}(\rho) d(\rho)$ for $p \leqslant 5$. However, the method utilized in these papers is not suitable for general evaluation of $D^{(p)}(\rho)$. We shall show that we can find a general formula of $D^{(p)}(\rho)$ for any simple classical Lie algebra $L$.

For the $G=\operatorname{SU}(N)$ group corresponding to $L=A_{N-1}$, we observe first that $\rho^{n}(\Gamma)$ will be irreducible if we choose $\rho$ to be the $N$-dimensional basic (or defining) representation of $\mathrm{SU}(N)$. Therefore, the general formula for $D^{(p)}(\Gamma)$ corresponding to the irreducible representation $\{\Gamma\}$ of the $\mathrm{SU}(N)$ group is simply given by Eqs. (2.35)-(2.38), by choosing $\square$ to be the basic representation with $d(\square)=N$.

The same reasoning is, however, not directly applicable to other classical groups $\operatorname{Sp}(2 N), \mathrm{SO}(2 N)$, and $\mathrm{SO}(2 N+1)$, since $\rho^{n}(\Gamma)$ will not be in general irreducible even for $\rho$ being the defining representation of these groups. Nevertheless, we can circumvent this and proceed as follows. In order to avoid possible confusion, we simply ignore the construction of $\rho^{n}(\Gamma)$, and assume hereafter $\rho$ to be a generic irreducible tensor representation of these classical Lie groups, with Young tableau specified by the integers satisfying

$$
\begin{equation*}
f_{1} \geqslant f_{2} \geqslant \cdots \geqslant f_{k} \geqslant 0 . \tag{4.1}
\end{equation*}
$$

We may omit $f_{k}$ and replace $k$ by $k-1$, if $f_{k}=0$. We also change the meaning and notation of $\Gamma$ so that $\Gamma$ now signifies the Young tableau ( $f_{1}, f_{2}, \ldots, f_{k}$ ) associated with the irreducible representation $\rho$. Let us first consider the case of the $\mathrm{Sp}(2 N)$ group. Since the basic (or defining) representation of $\mathrm{Sp}(2 N)$ is $2 N$ dimensional, the matrix $U$ discussed in Sec. 2 is now $2 N$ dimensional. We define $h(f)=\chi_{f}(U)$ again by Eq. (2.28). Then, the character formulas for the irreducible representation $\rho$ is now given by the Weyl's formula ${ }^{1}$

$$
\begin{equation*}
\chi_{\rho}(U)=\frac{1}{2} \operatorname{det} \alpha_{i j} \tag{4.2}
\end{equation*}
$$

where $k \times k$ matrix $\alpha_{i j}$ is defined by

$$
\begin{equation*}
\alpha_{i j}=h\left(f_{j}+i-j\right)+h\left(f_{j}-i-j+2\right) \tag{4.3}
\end{equation*}
$$

Note that in order to avoid possible confusion, we used the notation $\chi_{\rho}(U)$ in Eq. (4.2) instead of $\chi_{\Gamma}(U)$ of Sec. 2. Nevertheless, we can utilize exactly the same procedure of $\operatorname{Sec} 2$ for evaluation of $D^{(p)}(\rho)$, once the character formula Eq. (4.2) is known. We define the $k \times k$ matrix $A$ now by

$$
\begin{equation*}
A_{i j}=\binom{2 N+f_{j}+i-j}{2 N}+\binom{2 N+f_{j}-i-j+2}{2 N} \tag{4.4}
\end{equation*}
$$

Let $B_{i j}$ be similarly $(i, j)$ cofactor of the matrix $A$ so that

$$
\begin{equation*}
B=\left(A^{T}\right)^{-1} \operatorname{det} A, \tag{4.5}
\end{equation*}
$$

again in the matrix notation. We now set

$$
\begin{equation*}
\beta^{\langle p|}(f)=\sum_{l=0}^{f}\binom{2 N+l-1}{l}(f-l)^{p-1} \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{i j}^{(p)}=\beta^{|p|}\left(f_{j}+i-j\right)+\beta^{(p)}\left(f_{j}-i-j+2\right) . \tag{4.7}
\end{equation*}
$$

Note that $\beta^{|p|}(f)$ given by Eq. (4.6) is the same as in Eq. (2.33) if we let $N \rightarrow 2 N$. We now find

$$
\begin{align*}
& D^{(p)}(\rho)=Q_{p}(\rho) D^{(p)}(\square)  \tag{4.8}\\
& Q_{p}(\rho)=\frac{1}{2} \sum_{i j=1}^{k} B_{i j} \gamma_{i j}^{(p)} \tag{4.9}
\end{align*}
$$

where $\square$ is now the 2 N -dimensional basic (or defining) representation of $\mathrm{Sp}(2 N)$. We also have

$$
\begin{equation*}
d(\rho)=\frac{1}{2} \operatorname{det} A \tag{4.10}
\end{equation*}
$$

We next consider the case of the $\mathrm{SO}(2 N+1)$ group, corresponding to the Lie algebra $B_{N}$. We first restrict ourselves to the irreducible tensor representation $\rho$ with the Young tableau $\Gamma=\left(f_{1}, \ldots, f_{k}\right)$ satisfying Eq. (4.1). The matrix $U$ of Sec. 2 is now chosen to be a $(2 N+1)$-dimensional basic representation. The character formula for this case is given by ${ }^{1,22}$

$$
\begin{align*}
& \chi_{\rho}(U)=\frac{1}{2} \operatorname{det} \alpha_{i j}  \tag{4.11}\\
& \begin{aligned}
\alpha_{i j}= & h\left(f_{j}+i-j\right)+h\left(f_{j}-i-j+2\right) \\
& \quad-h\left(f_{j}+i-j-2\right)-h\left(f_{j}-i-j\right),
\end{aligned}
\end{align*}
$$

The corresponding $k \times k$ matrix $A$ is expressed now as

$$
\begin{align*}
A_{i j}= & \binom{2 N+f_{j}+i-j}{2 N}-\binom{2 N+f_{j}-i-j}{2 N} \\
& +\binom{2 N+f_{j}-i-j+2}{2 N}-\binom{2 N+f_{j}+i-j-2}{2 N}, \tag{4.13}
\end{align*}
$$

while $B_{i j}$ is again defined as $(i, j)$ cofactor of the matrix $A$. Also, setting

$$
\begin{align*}
& \gamma_{i j}^{(p)}=\beta^{(p)}\left(f_{j}+i-j\right)+\beta^{(p)}\left(f_{j}-i-j+2\right) \\
&-\beta^{(p)}\left(f_{j}-i-j\right)-\beta^{(p)}\left(f_{j}+i-j-2\right),  \tag{4.14}\\
& \beta^{(p)}(f)=\sum_{l=0}^{f}\binom{2 N+l}{l}(f-l)^{p-1}, \tag{4.15}
\end{align*}
$$

we find the validity of Eqs. (4.8) and (4.9) again for the case of $\mathrm{SO}(2 N+1)$. We can generalize our formulas for spinor representations as follows. The most general irreducible representation of the Lie algebra $B_{N}$ is well known to be characterized by $N$ nonnegative numbers $f_{j}$ satisfying

$$
\begin{equation*}
f_{1} \geqslant f_{2} \geqslant \cdots \geqslant f_{N} \geqslant 0 \tag{4.16}
\end{equation*}
$$

The tensor representations correspond to the case when all $f_{j}$ are nonnegative integers. Also, if we have $f_{k+1}=f_{k+2}=\cdots$ $=f_{N}=0$, then we may simply drop all these extra symbols $f_{j}(k+1 \leqslant j \leqslant N)$ as in Eq. (4.1). However, we have to use positive half-integer values for $f_{j}$ for spinor representations, so that we must always set $k=N$ for such cases. Regardless, we generally define $l_{j}$ by

$$
\begin{equation*}
l_{j}=f_{j}+N+\frac{1}{2}-j \tag{4.17}
\end{equation*}
$$

for $1 \leqslant j \leqslant N$. It is known that the dimensional formula for $d(\rho)$ is a completely antisymmetric polynomial of $l_{1}, l_{2}, \ldots, l_{N}$. Similarly, from explicit formulas of nonsymmetrized Casimir invariants $I_{\rho}^{|N, S|}(\rho)$ calculated by many authors, ${ }^{23-26}$ we can show ${ }^{27}$ that the $2 p$ th-order Casimir invariant $J_{2 p}(\rho)$ is a totally symmetric $p$ th-order polynomial of $l_{1}^{2}, l_{2}^{2}, \ldots, l_{N}^{2}$. Since this fact holds valid irrespective of whether $\rho$ is a tensor or spinor representation of $B_{N}$, and since $Q_{p}(\rho)$ in Eq. (4.9) can be rewritten as antisymmetric polynomials of $l_{1}, l_{2}, \ldots, l_{N}$ for $k=N$, we conclude that formulas (4.8)-(4.10) must also be valid for all these cases if we set $k=N$.

The case of the $\mathrm{SO}(2 N)$ group corresponding to the Lie algebra $D_{N}$ is slightly more involved. Any irreducible representation $\rho$ of $D_{N}$ is characterized by $N$ real numbers $f_{1}, f_{2}, \ldots, f_{N}$ satisfying now

$$
\begin{equation*}
f_{1} \geqslant f_{2} \geqslant \cdots \geqslant f_{N \quad 1} \geqslant\left|f_{N}\right| \geqslant 0, \tag{4.18}
\end{equation*}
$$

where the $f_{j}$ are simultaneously either all integers or all halfintegers, depending upon the tensor or spinor representations. Also, if $f_{N} \neq 0$, we have to distinguish two distinct irreducible representations corresponding to

$$
\begin{align*}
& \rho=\left(f_{1}, f_{2}, \ldots, f_{N-1}, f_{N}\right) \\
& \rho^{\prime}=\left(f_{1}, f_{2}, \ldots, f_{N-1},-f_{N}\right) \tag{4.19}
\end{align*}
$$

Now, the Lie algebra $D_{N}$ possesses $N$ fundamental Casimir invariants ${ }^{26}$ which can be classified into two classes. The first class may be called regular ones with Casimir invariants $J_{2}, J_{4}, \ldots, J_{2 N-2}$, while the second one consists of one $N$ thorder invariant we specify by $\widehat{J}_{N}$. When we set

$$
\begin{equation*}
l_{j}=f_{j}+N-j \tag{4.20}
\end{equation*}
$$

for $1 \leqslant j \leqslant N$, then eigenvalues $J_{2 p}(\rho)(1 \leqslant p \leqslant N-1)$ of the regular class Casimir invariants are $p$ th-order symmetric polynomials ${ }^{27}$ of $l_{1}^{2}, l_{2}^{2}, \ldots, l_{N}^{2}$, while we have ${ }^{13,23,24,26}$

$$
\begin{equation*}
\hat{J}_{N}(\rho)=l_{1} l_{2} \cdots l_{N} \tag{4.21}
\end{equation*}
$$

Therefore, the $N$ th-order index $\hat{D}^{(N)}(\rho)$ corresponding to $\widehat{J}_{N}$ is simply given ${ }^{11}$ by

$$
\begin{equation*}
\widehat{D}^{(N)}(\rho)=l_{1} l_{2} \cdots l_{N} d(\rho) \tag{4.22}
\end{equation*}
$$

The special case of $N=5$ reproduces the result of Eq. (3.13), although we changed the notation there simply as $D^{(5)}(\rho)$. Noting $l_{N}=f_{N}$, we also see that we have

$$
\begin{equation*}
\hat{D}^{(N)}\left(\rho^{\prime}\right)=-\widehat{D}^{(N)}(\rho) \tag{4.23}
\end{equation*}
$$

for two irreducible representations $\rho$ and $\rho^{\prime}$ given by Eq. (4.19). Contrarily, we have

$$
\begin{equation*}
D^{(p)}\left(\rho^{\prime}\right)=D^{(p)}(\rho) \tag{4.24}
\end{equation*}
$$

for the regular class indices.
In view of Eqs. (4.23) and (4.24) it suffices to consider only the cases of $f_{N} \geqslant 0$ for the regular indices $D^{(p)}(\rho)$. Again, first consider the case of tensor representations with Young tableau (4.1). The character formula for the $\mathrm{SO}(2 N)$ group for this case is then exactly the same ${ }^{1,22}$ as for the $\mathrm{SO}(2 N+1)$ except for the face that $U$ is now a $2 N \times 2 N$ defining representation of the $\mathrm{SO}(2 N)$. Therefore, for a fixed Young tableau $\Gamma=\left(f_{1}, f_{2}, \ldots, f_{k}\right)$ with a fixed value of $k$, the formula for $D^{(p)}(\rho)$ remains exactly the same and is given by Eqs. (4.8) and (4.9) except that we have to replace $2 N$ by $2 N-1$ in Eqs.
(4.13)-(4.15). Note that this replacement is consistent also from the transition of $l_{j}$ defined by Eq. (4.17) to that of Eq. (4.20). Once we have shown this, the general case involving the spinor representations can be dealt with just as in the $\mathrm{SO}(2 N+1)$ case, simply by setting $k=N$ in the formula thus obtained. We should remark that the replacement of $N$ by $N-\frac{1}{2}$ from the $\mathrm{SO}(2 N+1)$ to $\mathrm{SO}(2 N)$ group should be made before we set $k=N$. Otherwise, we will obtain incorrect results. We can verify these facts more directly for dimensional formula of $d(\rho)$ as well as for explicit formula of $J_{2}(\rho)$ and $J_{4}(\rho)$ given in Ref. 13.

For the $\operatorname{SO}(2 N)$ group, we note $\widehat{D}^{(N)}(\square)=0$ for the basic representation $\square$. Also, we shall give here expressions of $D^{(p)}\left(\Lambda_{f}\right)$ and $D^{(p)}\left(f \Lambda_{1}\right)$ of $\mathrm{SO}(2 N)$, corresponding to totally antisymmetric and totally symmetric irreducible representations to be
$Q_{p}\left(f \Lambda_{1}\right)=\sum_{l=0}^{f}\left\{\binom{2 N+l-1}{l}-\binom{2 N+l-3}{l-2}\right\}(f-l)^{p-1}$,
$Q_{p}\left(\Lambda_{f}\right)=-\sum_{l=0}^{f}(-1)^{f-l}\binom{2 N}{l}(f-l)^{p-1}$,
where $D^{(p)}(\rho)=Q_{\rho}(\rho) D^{(p)}(\square)$, again.

## 5. SIXTH-ORDER INDEX

We have computed $D^{(p)}(\rho)$ for all simple classical Lie algebras $A_{N}, B_{N}, C_{N}$, and $D_{N}$ in the previous section. Unfortunately, the same technique used there is not applicable to five exceptional Lie algebras $G_{2}, F_{4}, E_{6}, E_{7}$, and $E_{8}$, since analogous simple characteristic formulas for these algebras are not available. We know that all these Lie algebras possess nontrivial second-order index $D^{(2)}(\rho)$, but not the fourth-order one $D^{(4)}(\rho)$. $E_{6}$ alone has nonzero fifth-order index $D^{(5)}(\rho)$ which can be computed as in I. The next higher sixthorder index $D^{(6)}(\rho)$ is however nontrivial for $G_{2}, F_{4}, E_{6}$, and $E_{7}$ but not for $E_{8}$. It is of some interest both theoretically and practically to evaluate $D^{(6)}(\rho)$ for these algebras. For this purpose, we have to utilize the method given in Refs. 13 and I. Below, we shall sketch a procedure which will enable us to compute $D^{(6)}(\rho)$. As a by-product, we find a sixth-order trace identity for those algebras.

Let $\rho$ be a generic irreducible representation of a simple Lie algebra $L$.

Let $\lambda$ be the reference representation ${ }^{13,26}$ which we may identify with the lowest-dimensional basic representation of $L$. Let $x_{\mu}$ be the representation matrix of the basis $t_{\mu}$ of $L$ in the representation $\lambda$, and set

$$
\begin{equation*}
h_{\mu_{1} \cdots \mu_{p}}=\frac{1}{p!} \sum_{P} \operatorname{Tr}\left(x_{\mu_{1}} x_{\mu_{2}} \cdots x_{\mu_{\rho}}\right) \tag{5.1}
\end{equation*}
$$

as in I with normalization condition ${ }^{13}$

$$
\begin{equation*}
g_{\mu v}=h_{\mu v}=\operatorname{Tr}\left(x_{\mu} x_{v}\right) \tag{5.2}
\end{equation*}
$$

Then, a $p$ th-order Casimir invariant $I_{p}(\rho)$ can be defined by

$$
\begin{equation*}
I_{p}(\rho)=h^{\mu_{1}, \mu_{2} \cdots \mu_{p}} X_{\mu_{1}} X_{\mu_{2}} \cdots X_{\mu_{\rho}} \tag{5.3}
\end{equation*}
$$

where $X_{\mu}$ is the representation matrix of $t_{\mu}$ in $\rho$. Hereafter, we assume for simplicity that the algebra $L$ is not of type $A_{N}$ ( $N \geqslant 2$ ). We can construct the sixth-order fundamental Casi-
mir invariant $J_{6}(\rho)$ as follows. First we set

$$
\begin{align*}
S(\rho)= & \frac{1}{8+d\left(\rho_{0}\right)}\left\{\frac{d\left(\rho_{0}\right)}{d(\rho)}-\frac{1}{3} \frac{D^{(2)}\left(\rho_{0}\right)}{D^{(2)}(\rho)}\right. \\
& \left.+\frac{1}{30} \frac{D^{(4)}\left(\rho_{0}\right)}{D^{(4)}(\rho)}\right\},  \tag{5.4}\\
T(\rho)= & \frac{1}{4+d\left(\rho_{0}\right)}\left\{\left[\frac{d\left(\rho_{0}\right)}{d(\rho)}\right]^{2}-\frac{1}{2} \frac{d\left(\rho_{0}\right)}{d(\rho)} \frac{D^{(2)}\left(\rho_{0}\right)}{D^{(2)}(\rho)}\right. \\
& \left.+\frac{1}{12}\left[\frac{D^{(2)}\left(\rho_{0}\right)}{D^{(2)}(\rho)}\right]^{2}\right\}, \tag{5.5}
\end{align*}
$$

and moreover, define

$$
\begin{align*}
& a_{\mu \nu \lambda \alpha \beta \gamma}=\frac{1}{2!4!} \sum_{P} g_{\mu \nu} g_{\lambda \alpha \beta \gamma},  \tag{5.6}\\
& b_{\mu \nu \lambda \alpha \beta \gamma}=\frac{1}{(2!)^{3} 3!} \sum_{P} g_{\mu \nu} g_{\lambda \alpha} g_{\beta_{\gamma}}, \tag{5.7}
\end{align*}
$$

where $\rho_{0}$ is again the adjoint representation of $L$.
Here, the summation is over all 6 ! permutations $P$ of six indices $\mu, v, \lambda, \alpha, \beta$, and $\gamma$ so that the right sides of both Eqs. (5.6) and (5.7) consist of 15 different terms. The explicit form of $g_{\lambda \alpha \beta \gamma}$ is found in Ref. 13. We now set for any simple Lie algebra other than the type $A_{N}(N \geqslant 2)$,

$$
\begin{align*}
g_{\mu v \lambda \alpha \beta \gamma}= & {\left[2+d\left(\rho_{0}\right)\right] h_{\mu v \lambda \alpha \beta \gamma} } \\
& -S(\lambda) a_{\mu v \lambda \alpha \beta \gamma}-T(\lambda) b_{\mu v \lambda \alpha \beta \gamma} \tag{5.8}
\end{align*}
$$

which can be shown to satisfy the orthogonality condition (1.9c). Then, the sixth-order fundamental Casimir invariant $J_{6}(\rho)$ is now given by

$$
\begin{equation*}
J_{6}(\rho)=g^{i \omega \lambda \alpha \beta \gamma} X_{\mu} X_{v} X_{\lambda} X_{\alpha} X_{\beta} X_{\gamma} \tag{5.9}
\end{equation*}
$$

Let $X$ be as in Eq. (2.2). Then, following the procedure of Ref. 13, we can prove the sixth-order trace identity

$$
\begin{align*}
& {\left[2+d\left(\rho_{0}\right)\right] \operatorname{Tr} X^{6}-15\left[2+d\left(\rho_{0}\right)\right] S(\rho)\left\{\operatorname{Tr} X^{4}\right.} \\
& \left.-K(\rho)\left(\operatorname{Tr} X^{2}\right)^{2}\right\} \operatorname{Tr} X^{2}-15 T(\rho)\left(\operatorname{Tr} X^{2}\right)^{3} \\
& \quad=C_{6}(t) D^{(6)}(\rho) \tag{5.10}
\end{align*}
$$

for any simple Lie algebra other than $A_{N}(N \geqslant 2), D_{4}$ and $D_{6}$, where $C_{6}(t)$ depends upon the generic element $t \in L$ but not upon $\rho$. Also, we have set ${ }^{13,28}$

$$
\begin{equation*}
K(\rho)=\frac{1}{2\left(2+d\left(\rho_{0}\right)\right)}\left\{6 \frac{d\left(\rho_{0}\right)}{d(\rho)}-\frac{D^{(2)}\left(\rho_{0}\right)}{D^{(2)}(\rho)}\right\} \tag{5.11}
\end{equation*}
$$

We now restrict ourselves to Lie algebras $A_{4}, G_{2}, F_{4}, E_{6}, E_{7}$, and $E_{8}$, where we have identity ${ }^{28}$

$$
\begin{equation*}
\operatorname{Tr} X^{4}-K(\rho)\left(\operatorname{Tr} X^{2}\right)^{2}=0 \tag{5.12}
\end{equation*}
$$

Of course this fact is related ${ }^{13}$ to identical vanishing of $D^{(4)}(\rho)$ for these algebras. At any rate we then have

$$
\begin{equation*}
\left[2+d\left(\rho_{0}\right)\right] \operatorname{Tr} X^{6}-15 T(\rho)\left(\operatorname{Tr} X^{2}\right)^{3}=C_{6}(t) D^{(6)}(\rho) \tag{5.13}
\end{equation*}
$$

for all these Lie algebras. Correspondingly, ${ }^{13}$ we define $\bar{l}_{6}(\rho)$ by

$$
\begin{equation*}
\bar{l}_{6}(\rho)=l_{6}(\rho)-\frac{T(\rho)}{2+d\left(\rho_{0}\right)} \frac{(r+2)(r+4)}{r^{2}}\left[l_{2}(\rho)\right]^{3} \tag{5.14}
\end{equation*}
$$

where $r$ is the rank of $L$ and $l_{2 p}(\rho)$ is defined by Eq. (1.14), i.e.,

$$
\begin{equation*}
l_{2 p}(\rho)=\sum_{M}(M, M)^{p} \tag{5.15}
\end{equation*}
$$

Following the same reasoning given in Ref. 13 to establish the relationship between $\bar{l}_{4}(\rho)$ and $D^{(4)}(\rho)$, we can now find

$$
\begin{equation*}
\bar{l}_{6}(\rho)=\text { const } \times D_{6}(\rho) \tag{5.16}
\end{equation*}
$$

Expressing $T(\rho)$ in terms of $l_{2}(\rho)$, we can rewrite $\bar{l}_{6}(\rho)$ as

$$
\begin{align*}
\bar{l}_{6}(\rho)= & l_{6}(\rho) \\
& -\frac{1}{12} \frac{(r+2)(r+4)}{r^{2}} \frac{1}{\left[2+d\left(\rho_{0}\right)\right]\left[4+d\left(\rho_{0}\right)\right]} \\
& \times\left\{12\left[\frac{d\left(\rho_{0}\right) l_{2}(\rho)}{d(\rho)}\right]^{2}\right. \\
& \left.-6 \frac{d\left(\rho_{0}\right) l_{2}\left(\rho_{0}\right)}{d(\rho)} l_{2}(\rho)+\left[l_{2}\left(\rho_{0}\right)\right]^{2}\right\} l_{2}(\rho) . \tag{5.17}
\end{align*}
$$

Therefore, if we compute $\bar{l}_{6}(\rho)$ by Eq. (5.17), we can then numerically evaluate $D_{6}(\rho)$ apart from the normalization constant for exceptional Lie algebras $G_{2}, F_{4}, E_{6}$, and $E_{7}$. Similarly, let $H_{j}(j=1,2, \ldots, r)$ be elements of a Cartan subalgebra of $L$, and let $v^{j}(j=1,2, \ldots, r)$ be an arbitrary but fixed vector in the root space. If we choose

$$
X=\sum_{j=1}^{r} v^{j} H_{j}
$$

in Eq. (5.13), it gives

$$
\begin{equation*}
\left[2+d\left(\rho_{0}\right)\right] l_{6}^{\prime}(\rho)-15 T(\rho)\left[l_{2}^{\prime}(\rho)\right]^{3}=\mathrm{const} \times D^{(6)}(\rho) \tag{5.18}
\end{equation*}
$$

where we have set ${ }^{6}$

$$
\begin{equation*}
l_{\rho}^{\prime}(\rho)=\sum_{M}(v, M)^{p} \tag{5.19}
\end{equation*}
$$

as in I. From Eqs. (5.18) and (5.19) we may numerically compute $D^{(6)}(\rho)$ again.

For Lie algebras $A_{1}$ and $E_{8}$, both $\bar{l}_{6}(\rho)$ and $D^{(6)}(\rho)$ should be identically zero, since these possess no fundamental sixth-order Casimir invariants. ${ }^{12}$ Especially Eq. (5.13) requires the validity of

$$
\begin{equation*}
\left[2+d\left(\rho_{0}\right)\right] \operatorname{Tr} X^{6}-15 T(\rho)\left(\operatorname{Tr} X^{2}\right)^{3}=0 \tag{5.20}
\end{equation*}
$$

for any generic element $X$ of $A_{1}$ and $E_{8}$. For $A_{1}$, the relation Eq. (5.20) or $\bar{l}_{6}(\rho)=0$ gives an identity

$$
\begin{align*}
\sum_{m=-j}^{j} m^{6}= & \frac{1}{21} j(j+1)(2 j+1)\left\{3[j(j+1)]^{2}\right. \\
& -3 j(j+1)+1\} \tag{5.21}
\end{align*}
$$

for all positive integer and half-integer values of $j$, i.e., for $j=\frac{1}{2}, 1, \frac{3}{2}, 2, \ldots$. Equation (5.21) can be more directly verified. We remark that the validity of Eq. (5.20) for $E_{8}$ has been previously noted elsewhere. ${ }^{29}$

The numerical evaluation of $\bar{l}_{6}(\rho)$ and hence of $D^{(6)}(\rho)$ for $G_{2}, F_{4}, E_{6}$, and $E_{7}$ will be reported elsewhere.

Note added in proof: After this paper had been completed, it came to our attention that there are additional references which are also of some relevance to the subject matter of this paper. ${ }^{30-35}$ The present authors would like to express our gratitude to Professor R. C. King for calling our attention to these references.
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## APPENDIX

Here, we shall give formulas for $d(\Gamma), Q_{p}(\Gamma)$, and $R_{4}(\Gamma)$ of Sec. 2, when we have $k=2$ with $\Gamma$ being specified by two integers $f_{1}$ and $f_{2}$ satisfying

$$
\begin{equation*}
f_{1} \geqslant f_{2} \geqslant 0 \tag{A1}
\end{equation*}
$$

It is convenient to set

$$
\begin{equation*}
\theta_{1}=f_{1}+1, \quad \theta_{2}=f_{2} \tag{A2}
\end{equation*}
$$

Then, from Eqs. (2.36)-(2.39), we calculate

$$
\begin{align*}
d(\Gamma)= & \left(\theta_{1}-\theta_{2}\right) \frac{\left(N+\theta_{1}-2\right)!\left(N+\theta_{2}-2\right)!}{(N-1)!(N-2)!\theta_{1}!\theta_{2}!},  \tag{A3}\\
Q_{p}(\Gamma)= & \frac{1}{(N-1)!}\left\{\frac{\left(N+\theta_{1}-2\right)!}{\left(\theta_{1}-1\right)!} \beta^{(p)}\left(\theta_{2}\right)\right. \\
& -\frac{\left(N+\theta_{1}-1\right)!}{\theta_{1}!} \beta^{(p)}\left(\theta_{2}-1\right) \\
& +\frac{\left(N+\theta_{2}-1\right)!}{\theta_{2}!} \beta^{(p)}\left(\theta_{1}-1\right) \\
& \left.-\frac{\left(N+\theta_{2}-2\right)!}{\left(\theta_{2}-1\right)!} \beta^{(p)}\left(\theta_{1}\right)\right\},  \tag{A4}\\
R_{4}(\Gamma)= & \frac{1}{(N+3)!(N-1)!} \frac{\left(N+\theta_{1}\right)!\left(N+\theta_{2}-2\right)!}{\left(\theta_{1}-2\right)!\theta_{2}!} \\
& \times\left\{(N-1)\left(\theta_{1}-2\right)-(N+3) \theta_{2}\right\} \\
+ & \frac{1}{(N+3)!(N-1)!} \frac{\left(N+\theta_{1}-2\right)!\left(N+\theta_{2}\right)!}{\theta_{1}!\left(\theta_{2}-2\right)!} \\
& \times\left\{(N+3) \theta_{1}-(N-1)\left(\theta_{2}-2\right)\right\} \\
+ & 2\left(\theta_{1}-\theta_{2}\right) \frac{\left(N+\theta_{1}-1\right)!\left(N+\theta_{2}-1\right)!}{N!(N+1)!\left(\theta_{1}-1\right)!\left(\theta_{2}-1\right)!} \tag{A5}
\end{align*}
$$

which are odd functions of $\theta_{1}$ and $\theta_{2}$ when we interchange them. Then, all formulas of Sec. 2 can be obtained as special cases of these formulas when we also utilize Eqs. (2.47) and (2.50). Especially for $f_{1}=f$ and $f_{2}=1$, we calculate

$$
\begin{align*}
R_{4}(f, 1)= & \frac{(N+f)!}{(N+3)!(f-1)!}\left\{f N^{2}\right. \\
& \left.+\left(f^{2}-2 f+6\right) N-(f+5)(f-2)\right\}  \tag{A6}\\
Q_{p}(f, 1)= & \frac{(N+f-1)!}{(N-1)!f!}+N \beta^{(p)}(f)-\beta^{(p)}(f+1) \\
& =N \frac{(N+f-2)!}{(f-1)!(N-1)!}-(f+1)^{p-1} \\
& +\sum_{l=1}^{f-2} \frac{(N+l-1)!}{(l+1)!(N-2)!} l(f-l)^{p-1} \tag{A7}
\end{align*}
$$

which for example gives for $f=3$,

$$
Q_{p}(3,1)=\frac{1}{2}\left(N+2^{p-1}\right)\left(N^{2}+N-2^{p}\right)
$$

The function $\beta^{(p)}(f)$ defined by Eq. (2.33) may be rewritten as

$$
\begin{align*}
& \beta^{(p)}(f)=\sum_{l=1}^{p-1} \alpha_{l}^{(p)}\binom{N+p+f-l-1}{f-l},  \tag{A8}\\
& \widetilde{\beta}^{(p)}(f)=-\sum_{l=1}^{p-1}(-1)^{l} \alpha_{l}^{(p)}\binom{N-p}{f-l} \tag{A9}
\end{align*}
$$

where $\alpha_{t}^{(p)}(p \geqslant 2)$ are determined by the generating function of the form

$$
\begin{align*}
\sum_{l=1}^{p-1} \alpha_{l}^{(p)} z^{l} & =(1-z)^{p}\left(z \frac{d}{d z}\right)^{p-1} \frac{1}{1-z} \\
& =(1-z)^{p} \sum_{l=0}^{\infty} l^{p-1} z^{l} \tag{A10}
\end{align*}
$$

For $p \leqslant 5$, Eqs. (A8) and (A10) lead to Eq. (3.5), while for $p=6$ and 7 , we compute

$$
\begin{array}{ll}
p=6: & \alpha_{1}^{(6)}=\alpha_{5}^{(6)}=1 \\
& \alpha_{2}^{(6)}=\alpha_{4}^{(6)}=26 \\
& \alpha_{3}^{(6)}=66 \\
p=7: & \alpha_{1}^{(7)}=\alpha_{6}^{(7)}=1 \\
& \alpha_{2}^{(7)}=\alpha_{5}^{(7)}=57  \tag{A12}\\
& \alpha_{3}^{(7)}=\alpha_{4}^{(7)}=302
\end{array}
$$

Using the formulas given here together with Eqs. (2.47) and (2.50), we can compute all $Q_{p}\left[\rho^{5}(\Gamma)\right]$ and $R_{4}\left[\rho^{5}(\Gamma)\right]$ for $n=5$ except for the Young tableau $\Gamma_{0}$ specified by

$$
\begin{equation*}
\Gamma_{0}=\square^{D}, \quad f_{1}=3, \quad f_{2}=f_{3}=1 \tag{A13}
\end{equation*}
$$

Because of this, we also calculate here the corresponding formulas for this case to be

$$
\begin{align*}
& d\left(\Gamma_{0}\right)=\frac{1}{20} N\left(N^{2}-1\right)\left(N^{2}-4\right),  \tag{A14}\\
& Q_{2}\left(\Gamma_{0}\right)=\frac{1}{4}\left(N^{2}-4\right)\left(N^{2}-5\right),  \tag{A15}\\
& Q_{3}\left(\Gamma_{0}\right)=\frac{1}{4}\left(N^{4}-17 N^{2}+100\right),  \tag{A16}\\
& Q_{4}\left(\Gamma_{0}\right)=\frac{1}{4}\left(N^{4}-33 N^{2}+500\right),  \tag{A17}\\
& R_{4}\left(\Gamma_{0}\right)=N\left(N^{2}-12\right) . \tag{A18}
\end{align*}
$$

Finally, we shall make a comment on the Clebsch-Gordan decomposition. Let $\rho_{A}$ and $\rho_{B}$ be two representations of $L$ and suppose that the product representation $\rho_{A} \otimes \rho_{B}$ will decompose as

$$
\begin{equation*}
\rho_{A} \otimes \rho_{B}=\sum_{j} \oplus p_{j} \tag{A19}
\end{equation*}
$$

of a sum of representations $\rho_{j}$. We have shown in I that we have the sum rules

$$
\begin{equation*}
d\left(\rho_{A}\right) D^{(p)}\left(\rho_{B}\right)+d\left(\rho_{B}\right) D^{(p)}\left(\rho_{A}\right)=\sum_{j} D^{(p)}\left(\rho_{j}\right) \tag{A20}
\end{equation*}
$$

as well as

$$
\begin{align*}
& d\left(\rho_{A}\right) \bar{D}^{(4)}\left(\rho_{B}\right)+d\left(\rho_{B}\right) \bar{D}^{(4)}\left(\rho_{A}\right) \\
& \quad+2 \frac{d\left(\rho_{0}\right)+2}{d\left(\rho_{0}\right)} D^{(2)}\left(\rho_{A}\right) D^{(2)}\left(\rho_{B}\right)=\sum_{j} \bar{D}^{(4)}\left(\rho_{j}\right) \tag{A21}
\end{align*}
$$

where $\bar{D}^{(4)}(\rho)$ is defined by Eq. (2.53). We now consider the case of the $G=\mathrm{SU}(N)$ group, and apply the results of Sec. 2 to Eqs. (A20) (with $p=4$ ) and (A21). Also, in conformity with the notation of Sec. 2, we use Young tableau symbols $\Gamma_{A}, \Gamma_{B}$, and $\Gamma_{j}$ for corresponding irreducible representations $\rho_{A}, \rho_{B}$, and $\rho_{j}$, respectively, of the $\mathrm{SU}(N)$ group. In this way, we find the sum rule

$$
\begin{equation*}
d\left(\Gamma_{A}\right) R_{4}\left(\Gamma_{B}\right)+d\left(\Gamma_{B}\right) R_{4}\left(\Gamma_{A}\right)+2 Q_{2}\left(\Gamma_{A}\right) Q_{2}\left(\Gamma_{B}\right)=\sum_{j} R_{4}\left(\Gamma_{j}\right) \tag{A22}
\end{equation*}
$$

for the Clebsch-Gordan decomposition of the product of the

Young tableaux $\Gamma_{A}$ and $\Gamma_{B}$,

$$
\begin{equation*}
\Gamma_{A} \otimes \Gamma_{B}=\sum_{j} \oplus \Gamma_{j} \tag{A23}
\end{equation*}
$$

of the $\mathrm{SU}(N)$ group. Noting $R_{4}(\square)=0$ and $Q_{2}(\square)=1$, we can calculate $R_{4}(\Gamma)$ for many $\Gamma$ by repeated uses of Eq. (A22) from some known values of $R_{4}\left(\Gamma_{A}\right)$ and $R_{4}\left(\Gamma_{B}\right)$. Also, Eq. (A22) may be used as a check for the validity of the correct Clebsch-Gordan decomposition, Eq. (A23). Similarly, for any $p$ satisfying $N \geqslant p$, we must have

$$
\begin{equation*}
d\left(\Gamma_{A}\right) Q_{p}\left(\Gamma_{B}\right)+d\left(\Gamma_{B}\right) Q_{p}\left(\Gamma_{A}\right)=\sum_{j} Q_{p}\left(\Gamma_{j}\right) \tag{A24}
\end{equation*}
$$
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## 1. INTRODUCTION

In many cases one knows a particular trajectory for a Hamiltonian system, and wishes to find the behavior, both linear and nonlinear, of trajectories near this known trajectory. For example, one knows the central design trajectory for an accelerator, and wishes to obtain information about the trajectories near the design trajectory. 'Similarly, in the field of light optics (as well as charged particle beam optics) one knows the path of the axial ray, and wishes to characterize the behavior of rays near the axial ray. ${ }^{2}$ Our purpose is to indicate how this problem can be treated with the aid of Lie algebraic methods. We expect that our results will have important applications both in accelerator design and optics, and in the general area of nonlinear dynamics. With suitable modification, there may also be useful applications in the area of $S$-matrix expansions in quantum field theory.

## 2. PRELIMINARY CALCULATIONS

To set the stage for further discussion, consider Hamiltonian motion in a $2 n$-dimensional phase space with generalized coordinates $q_{1} \cdots q_{n}$ and generalized momenta $p_{1} \cdots p_{n}$. It is convenient to treat these quantities together by the introduction of a $2 n$-vector $z$ having the $q$ 's and $p$ 's as components,

$$
\begin{equation*}
\left(z_{1} \cdots z_{2 n}\right)=\left(q_{1} \cdots q_{n}, p_{1} \cdots p_{n}\right) . \tag{2.1}
\end{equation*}
$$

In this notation, we wish to deal with motion described by some Hamiltonian $H(z, t)$.

Now suppose that $z^{g}(t)$ is some given trajectory, which is assumed to be known, and that our task is to characterize all trajectories near $z^{g}$. Introduce $2 n$ new variables $\zeta$ by the rule

$$
\begin{equation*}
z=z^{g}+\zeta \tag{2.2}
\end{equation*}
$$

The transformation (2.2) is canonical. Consequently, the time evolution of the new variables $\xi$ will also be described by

[^1]some Hamiltonian. Call this Hamiltonian $H^{\text {new }}(\zeta, t)$. Evidently, the problem of studying trajectories near $z^{g}$ is equivalent to studying the trajectories governed by $H^{\text {new }}(\zeta, t)$ in the case where $\zeta$ is small.

What is the relation between $H(z, t)$ and $H^{\text {new }}(\zeta, t)$ ? Suppose that the quantity $H\left(z^{g}(t)+\zeta, t\right)$ is expressed as a power series in $\zeta$ by writing the expansion

$$
\begin{equation*}
H\left(z^{g}(t)+\zeta, t\right)=\sum_{m=0}^{\infty} H_{m}(\zeta, t) . \tag{2.3}
\end{equation*}
$$

Here each quantity $H_{m}(\zeta, t)$ is a homogeneous polynomial of degree $m$ in the components of $\zeta$. Then it is easily verified that $H^{\text {new }}(\zeta, t)$ is given by the expression

$$
\begin{equation*}
H^{\text {new }}(\zeta, t)=\sum_{m=2}^{\infty} H_{m}(\zeta, t) \tag{2.4}
\end{equation*}
$$

## 3. LIE ALGEBRAIC TOOLS

The purpose of this section is to present a brief summary of the Lie algebraic tools and concepts required for our purpose. A more complete discussion may be found elsewhere. ${ }^{1,3}$

To begin, let $f$ be a specified function on phase space, and let $g$ be any function. Associated with each $f$ is a Lie operator that acts on general functions $g$. The Lie operator associated with the function $f$ will be denoted by the symbols $: f:$, and is defined by the rule

$$
\begin{equation*}
: f: g=[f, g] \tag{3.1}
\end{equation*}
$$

Here the square bracket [, ] denotes the familiar Poisson bracket operation of classical mechanics.

Let the symbols $\{: f:,: g:\}$ denote the commutator of two Lie operators: $f:$ and : $g$ :,

$$
\begin{equation*}
\{: f:,: g:\}=: f:: g:-: g:: f: \tag{3.2}
\end{equation*}
$$

Then it can be shown from the Jacobi identity for Poisson brackets that one has the relation

$$
\begin{equation*}
\{: f:,: g:\}=:[f, g]: . \tag{3.3}
\end{equation*}
$$

That is, the commutator of two Lie operators is again a Lie operator, and this Lie operator can be calculated in terms of a Poisson bracket. This fact will be essential for later discussion.

Next consider the object $\exp (: f:)$, called a Lie transfor-
mation, and defined by the exponential series

$$
\begin{equation*}
\exp (: f:)=\sum_{m=0}^{\infty} \frac{: f:^{m}}{m!} \tag{3.4}
\end{equation*}
$$

More explicitly, the action of $\exp (: f:)$ on any function $g$ is given by the expression

$$
\begin{equation*}
\exp (: f:) g=g+[f, g]+[f,[f, g]] / 2!+\cdots \tag{3.5}
\end{equation*}
$$

Now consider all phase-space trajectories generated by the Hamiltonian (2.4) that start at some initial time $t{ }^{\text {in }}$ and end at some final time $t^{\text {fin }}$. Let $\zeta^{\text {in }}$ denote an initial condition at the initial time $t{ }^{\text {in }}$, and suppose the trajectory with this initial condition arrives at the point $\xi^{\mathrm{fin}}$ at the final time $t^{\mathrm{fin}}$. Evidently, this following of trajectories assigns to each $\zeta^{\text {in }}$ a unique $\zeta^{\text {fin }}$. Equivalently, we say that the Hamiltonian (2.4) gives rise to a mapping $\mathscr{A}$ (in general nonlinear) with the property

$$
\begin{equation*}
\zeta^{\mathrm{fin}}=\mathscr{M} \zeta^{\mathrm{in}} . \tag{3.6}
\end{equation*}
$$

Observe that, by construction, $\zeta=0$ is a trajectory. It follows that $\mathscr{M}$ maps the origin of phase space into itself. In this circumstance, there is a factorization theorem which shows that $\mathscr{M}$ can be written as an infinite product of Lie transformations in the form ${ }^{4}$

$$
\begin{equation*}
\mathscr{H}=\cdots \exp \left(: f_{5}:\right) \exp \left(: f_{4}:\right) \exp \left(: f_{3}:\right) \exp \left(: f_{2}:\right) \tag{3.7}
\end{equation*}
$$

Here each function $f_{m}$ is a homogeneous polynomial of degree $m$ in the variables $\xi^{\text {in }}$.

Evidently, a knowledge of $\mathscr{M}$ is equivalent to a knowledge of the trajectories generated by the Hamiltonian (2.4). And, according to (3.7), a knowledge of $\mathscr{M}$ amounts to determining certain homogeneous polynomials $f_{2}, f_{3}, f_{4}$, etc.

With this brief background, we can be more specific about the contents of the remaining sections of this paper. Our aim is to derive explicit formulas for the polynomials $f_{2}$, $f_{3}$, etc., that characterize $\mathscr{M}$ in terms of the polynomials $H_{2}$, $H_{3}$, etc., that characterize $H^{\text {new. }}{ }^{5}$ Sections 4-9 and an appendix develop various mathematical tools. Formulas for $f_{3}$ and $f_{4}$ are given in Sec. 10, and formulas for $f_{5}$ and $f_{6}$, as well as additional tools of use for the general case, are given in Secs. 11 and 12.

## 4. EQUATION OF MOTION FOR

For ease of notation, we will henceforth drop the superscript "new" and simply write $H$ for $H^{\text {new }}(\zeta, t)$. Also, we will view $t{ }^{\text {fin }}$ as a variable time, and simply refer to it as the time $t$. Thus, we write (3.6) in the form

$$
\begin{equation*}
\zeta(t)=\mathscr{M} \zeta^{\mathrm{in}} . \tag{4.1}
\end{equation*}
$$

Suppose $g$ is any function on phase space. Then, because $\mathscr{H}$ is a product of Lie transformations, it can be shown that $\mathscr{M}$ has the property ${ }^{1,3}$

$$
\begin{equation*}
g(\zeta)=g\left(\mathscr{M} \zeta^{\mathrm{in}}\right)=\mathscr{M} g\left(\zeta^{\mathrm{in}}\right) \tag{4.2}
\end{equation*}
$$

Now take the time derivative (along a trajectory) of both sides of (4.2) to obtain the relation

$$
\begin{equation*}
\dot{g}(\zeta)=\dot{\mathscr{M}} g\left(\zeta^{\mathrm{in}}\right) \tag{4.3}
\end{equation*}
$$

From the equations of motion it follows that $\dot{g}$ is given also by the Poisson bracket equation

$$
\begin{equation*}
\dot{g}(\zeta)=[g(\zeta), H(\zeta, t)] . \tag{4.4}
\end{equation*}
$$

Manipulate the right-hand side of (4.4) to obtain the relation

$$
\begin{align*}
{[g(\zeta), H(\zeta, t)] } & =\left[g\left(\mathscr{M} \zeta^{\mathrm{in}}\right), H\left(\mathscr{M} \zeta^{\mathrm{in}}, t\right)\right] \\
& =\left[\mathscr{M} g\left(\zeta^{\mathrm{in}}\right), \mathscr{M} H\left(\zeta^{\mathrm{in}}, t\right)\right] \\
& =\mathscr{M}\left[g\left(\zeta^{\mathrm{in}}\right), H\left(\zeta^{\mathrm{in}}, t\right)\right] \\
& =\mathscr{M}\left[-H\left(\zeta^{\mathrm{in}}, t\right), g\left(\zeta^{\mathrm{in}}\right)\right] \\
& =\mathscr{M}:-H\left(\zeta^{\mathrm{in}}, t\right): g\left(\zeta^{\mathrm{in}}\right) . \tag{4.5}
\end{align*}
$$

Here use has been made of the further property of $\mathscr{M}$ that it can be taken outside a Poisson bracket. ${ }^{1,3}$

Now compare Eqs. (4.3)-(4.5). One finds the result

$$
\begin{equation*}
\dot{\mathscr{M}} \mathrm{g}\left(\zeta^{\mathrm{in}}\right)=\mathscr{M}:-H\left(\zeta^{\mathrm{in}}, t\right): g\left(\zeta^{\mathrm{in}}\right) \tag{4.6}
\end{equation*}
$$

Since the function $g$ is arbitrary, it follows that $\mathscr{M}$ obeys the equation of motion

$$
\begin{equation*}
\dot{\mathscr{M}}=\mathscr{M}:-H\left(\zeta^{\text {in }}, t\right): \tag{4.7}
\end{equation*}
$$

## 5. SOLUTION IN THE COMMUTING CASE

Suppose the time interval $\left(t^{\text {in }}, t^{\text {fin }}\right)$ is divided into $N$ equal subintervals of duration $\Delta t$. Introduce intermediate times $t^{(m)}$ by the rules

$$
\begin{align*}
& t^{(m)}=t^{\text {in }}+m \Delta t, \quad m=0,1, \ldots N,  \tag{5.1a}\\
& t^{(0)}=t^{\text {in }}, \quad t^{(N)}=t^{\text {fin }} . \tag{5.1b}
\end{align*}
$$

Also, introduce the shorthand notation

$$
\begin{equation*}
H^{(m)}=H\left(\zeta^{\text {in }}, t^{(m)}\right) \tag{5.2}
\end{equation*}
$$

Then, to lowest order in $\Delta t$, a Taylor expansion gives the result

$$
\begin{align*}
\mathscr{M}\left(t^{(m+1)}\right) & =\mathscr{M}\left(t^{(m)}+\Delta t\right)=\mathscr{M}\left(t^{(m)}\right)+\dot{\mathscr{M}}\left(t^{(m)}\right) \Delta t \\
& =\mathscr{M}\left(t^{(m)}\right)+\mathscr{M}\left(t^{(m)}\right):-H^{(m)}: \Delta t \\
& \left.=\mathscr{M}\left(t^{(m)}\right) \mathscr{\mathscr { I }}+:-H^{(m)}: \Delta t\right) \\
& =\mathscr{M}\left(t^{(m)}\right) \exp \left(:-H^{(m)}: \Delta t\right) . \tag{5.3}
\end{align*}
$$

Here $\mathscr{F}$ denotes the identity operator, and use has been made of the equation of motion (4.7).

Equation (5.3) can be solved sequentially to give the result

$$
\begin{align*}
\mathscr{M}\left(t^{(N)}\right)= & \mathscr{M}\left(t^{(0)}\right) \exp \left(:-H^{(0)}: \Delta t\right) \exp \left(:-H^{(1)}: \Delta t\right) \\
& \times \cdots \exp \left(:-H^{\left(N-1^{1}\right)}: \Delta t\right) \tag{5.4}
\end{align*}
$$

Thus, in view of $(5.1 \mathrm{~b})$ and the fact that $\mathscr{H}\left(t^{\text {in }}\right)$ must be the identity operator $\mathscr{I}$, we have to lowest order in $\Delta t$ the formal solution

$$
\begin{align*}
\mathscr{M}= & \exp \left(:-H^{(0)}: \Delta t\right) \exp \left(:-H^{(1)}: \Delta t\right) \\
& \cdots \exp \left(:-H^{(N-1)}: \Delta t\right) . \tag{5.5}
\end{align*}
$$

At this point it is possible to make two observations. First, suppose that for any two times $t$ ' and $t$ " the Hamiltonian $H$ has the commuting property

$$
\begin{equation*}
\left\{: H\left(\zeta^{\text {in }}, t^{\prime}\right):,: H\left(\zeta^{\text {in }}, t^{\prime \prime}\right):\right\}=0 \tag{5.6}
\end{equation*}
$$

or, equivalently, in view of (3.3), the property

$$
\begin{equation*}
\left[H\left(\xi^{\mathrm{in}}, t^{\prime}\right), H\left(\xi^{\mathrm{in}}, t^{\prime \prime}\right)\right]=0 \tag{5.7}
\end{equation*}
$$

[Note that (5.7) will certainly be satisfied if $H$ is time-independent.] Then the various exponents in (5.5) all commute, and therefore can be combined into one grand exponent to give, to lowest order in $\Delta t$, the result

$$
\begin{align*}
\mathscr{M}= & \exp \left(:-H^{(0)}: \Delta t+:-H^{(1)}: \Delta t\right. \\
& \left.+\cdots+:-H^{(N-1)}: \Delta t\right) \tag{5.8}
\end{align*}
$$

Upon taking the limits $N \rightarrow \infty, \Delta t \rightarrow 0$, we obtain the exact result

$$
\begin{equation*}
\mathscr{M}=\exp \left(-: \int_{t^{\prime \prime \prime}}^{t} H\left(\zeta^{\mathrm{in}}, t^{\prime}\right) d t^{\prime}:\right) \tag{5.9}
\end{equation*}
$$

Here we have again followed our convention of viewing $t^{\text {fin }}$ as a variable time, and simply referring to it as the time $t$. Note that the correctness of (5.9) can also be checked directly, by simple differentiation with the aid of (5.6), to reproduce the equation of motion (4.7).

The second observation concerns the general noncommuting case. In this case too, by means of the Campbell-Baker-Hausdorff formula for manipulating noncommuting exponents, it is in principle possible to combine the various exponents in (5.4). ${ }^{3}$ If this were done, the result would in general involve the various Lie operators : $-H^{(m)}$ : and all their various (multiple) commutators. That is, according to the Campbell-Baker-Hausdorff formula, products of Lie operators would occur only in the form of commutators. A direct calculation at this point is too awkward to carry out with our present tools. Subsequent sections will be devoted to the development of further tools, and the eventual treatment of the general noncommuting case. It is sufficient to observe here that the general case will involve (and only involve) exponentials of operators which are linear combinations of the operators : $-H\left(\zeta^{\text {in }}, t^{\prime}\right)$ : at various times $t^{\prime}$ and their multiple commutators.

Let us return, for the moment, to the commuting case. Suppose, as assumed, that $H$ has the form (2.4). Then its integral can be written in the form

$$
\begin{equation*}
-\int_{t^{\prime \prime \prime}}^{t} H\left(\zeta^{\mathrm{in}}, t^{\prime}\right) d t^{\prime}=\sum_{m=2}^{\infty} h_{m}\left(\zeta^{\mathrm{in}}, t\right) \tag{5.10}
\end{equation*}
$$

where the quantities $h_{m}$ are homogeneous polynomials of degree $m$ in the variables $\xi^{\text {in }}$. Consequently, $\mathscr{M}$ in the commuting case has the form

$$
\begin{equation*}
\mathscr{M}=\exp \left(: \sum_{m=2}^{\infty} h_{m}:\right) \tag{5.11}
\end{equation*}
$$

According to Sec. 3 , our problem is to write $\mathscr{M}$ in the factored product form (3.7). That is, we need to reexpress (5.11) in the form (3.7). This too can be carried out with the aid of the Campbell-Baker-Hausdorff formula. A complete explicit solution for the $f$ 's in terms of the $h$ 's has been given, and it has been used extensively in the construction of the Lie algebraic computer code MARYLIE, designed for the computation of charged particle beam transport. ${ }^{6,7}$ We will not elaborate further on specific results here because they will turn out to be a special instance of the general case to be treated in subsequent sections.

## 6. THE INTERACTION PICTURE

The discussion of the noncommutative case is facilitated by the introduction of an "interaction picture" similar to that employed in quantum mechanical calculations. ${ }^{8}$

According to (3.7), the map $\mathscr{M}$ can be written in the factored product form

$$
\begin{equation*}
\mathscr{H}=\cdots_{M_{5}} \mathscr{M}_{4} \mathscr{M}_{3} \mathscr{M}_{2}=\mathscr{M}_{R} \mathscr{M}_{2}, \tag{6.1}
\end{equation*}
$$

where each factor $\mathscr{M}_{m}$ is given by the expression

$$
\begin{equation*}
\mathscr{M}_{m}=\exp \left(: f_{m}:\right) \tag{6.2}
\end{equation*}
$$

Also, (2.4) states that $H$ decomposes into a sum of homogeneous polynomials,

$$
\begin{equation*}
H=H_{2}+H_{3}+H_{4}+\cdots=H_{2}+H_{R} \tag{6.3}
\end{equation*}
$$

Here, as in (6.1), we use the subscript " $R$ " to denote "remaining" terms.

Differentiating (6.1) gives the result

$$
\begin{equation*}
\dot{\mathscr{H}}=\dot{\mathscr{M}}_{R} \mathscr{H}_{2}+\mathscr{H}_{R} \dot{\mathscr{H}}_{2} . \tag{6.4}
\end{equation*}
$$

Now combine the equation of motion (4.7), the decompositions (6.1) and (6.3), and the relation (6.4) to obtain the result

$$
\begin{align*}
\dot{\mathscr{M}}_{R} \mathscr{H}_{2}+\mathscr{M}_{R} \dot{\mathscr{M}}_{2} & =\mathscr{H}_{R} \mathscr{H}_{2}:-H_{2}-H_{R}: \\
& =\mathscr{M}_{R} \mathscr{H}_{2}:-H_{2}:+\mathscr{H}_{R} \mathscr{M}_{2}:-H_{R}: \tag{6.5}
\end{align*}
$$

Suppose, as will later be shown to be consistent, that $\mathscr{M}_{2}$ is required to satisfy the equation

$$
\begin{equation*}
\dot{\mathscr{H}}_{2}=\mathscr{M}_{2}:-H_{2}: \tag{6.6}
\end{equation*}
$$

It then follows from (6.5) and (6.6) that $\mathscr{M}_{R}$ obeys the equation

$$
\begin{equation*}
\dot{\mathscr{H}}_{R} \mathscr{M}_{2}=\mathscr{H}_{R} \mathscr{M}_{2}:-H_{R}: \tag{6.7}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\dot{\mathscr{M}}_{R}=\mathscr{M}_{R} \mathscr{M}_{2}:-H_{R}: \mathscr{M}_{2}^{-1} . \tag{6.8}
\end{equation*}
$$

The quantity $\mathscr{M}_{2}:-H_{R}: \mathscr{M}_{2}^{-1}$ occurring on the righthand side of (6.8) can be simplified. We claim that

$$
\begin{equation*}
\mathscr{M}_{2}:-H_{R}: \mathscr{M}_{2}^{-1}=:-H_{R}^{\mathrm{int}}: \tag{6.9}
\end{equation*}
$$

where the "interaction" Hamiltonian $H_{R}^{\mathrm{int}}$ is given by the expression

$$
\begin{equation*}
H_{R}^{\mathrm{int}}\left(\zeta^{\mathrm{in}}, t\right)=\mathscr{M}_{2} H_{R}\left(\zeta^{\mathrm{in}}, t\right)=H_{R}\left(\mathscr{M}_{2} \zeta^{\mathrm{in}}, t\right) \tag{6.10}
\end{equation*}
$$

If Eqs. (6.9) and (6.10) are accepted, then the equation of motion for $\mathscr{M}_{R}$ takes the final form

$$
\begin{equation*}
\dot{\mathscr{t}}_{R}=\mathscr{M}_{R}:-H_{R}^{\mathrm{int}}: \tag{6.11}
\end{equation*}
$$

The verification of Eqs. (6.9) and (6.10) is straightforward, based on previously mentioned properties of Lie transformations. Suppose $\mathscr{H}$ is a Lie transformation, and let $f$ and $g$ be any two functions. Then one has the relation

$$
\begin{align*}
\mathscr{M}: f: \mathscr{M}^{-1} g & =\mathscr{M}\left[f, \mathscr{M}^{-1} g\right] \\
& =\left[\mathscr{M} f, \mathscr{M} \mathscr{M}^{-1} g\right] \\
& =[\mathscr{M} f, g]=: \mathscr{M} f: g . \tag{6.12}
\end{align*}
$$

Since the function $g$ is arbitrary, (6.12) is equivalent to the operator identity

$$
\begin{equation*}
\mathscr{M}: f: \mathscr{M}^{-1}=: \mathscr{M} f: \tag{6.13}
\end{equation*}
$$

Now replace $\mathscr{M}$ and $f$ in (6.13) by $\mathscr{M}_{2}$ and $\left(-H_{R}\right)$, respectively, in order to obtain the desired result.

Note that by construction $\mathscr{M}_{R}$ and $H_{R}$ involve polynomials only of degree 3 and higher. It will be shown in a later section that the same is true for $H_{R}^{\text {int }}$. Thus, the equation of motion (6.11) for $\mathscr{M}_{R}$ involves polynomials only of degree 3 and higher.

## 7. COMPUTATION OF $\mathscr{M}_{2}$

Let $\bar{\zeta}(t)$ denote the result of applying $\mathscr{M}_{2}$ to $\xi^{\text {in }}$. Then, by definition, we have the relation

$$
\begin{equation*}
\bar{\zeta}(t)=\mathscr{M}_{2} \zeta^{\text {in }}=\exp \left(: f_{2}:\right) \zeta^{\text {in }} \tag{7.1}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\bar{\xi}(t)=\zeta^{\text {in }}+: f_{2}: \zeta^{\text {in }}+\left(: f_{2}:^{2} / 2!\right) \zeta^{\text {in }}+\cdots \tag{7.2}
\end{equation*}
$$

At this point it is useful to pause a moment in order to examine the degrees of various combinations of Lie operators and polynomials. Suppose $f_{l}$ and $f_{m}$ are any two homogeneous polynomials of degrees $l$ and $m$, respectively. We shall let $d(f)$ denote the degree of $f$. Thus, with this notation, we write the relation

$$
\begin{equation*}
d\left(f_{l}\right)=l \tag{7.3}
\end{equation*}
$$

Next consider the operation of Poisson bracketing. Since this operation involves multiplication and two differentiations, we have the relation

$$
\begin{equation*}
d\left(\left[f_{l}, f_{m}\right]\right)=l+m-2=d\left(f_{l}\right)+d\left(f_{m}\right)-2 \tag{7.4}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
d\left(: f_{l}: f_{m}\right)=d\left(f_{l}\right)+d\left(f_{m}\right)-2 \tag{7.5}
\end{equation*}
$$

Finally, consider a set of $k$ homogeneous polynomials $f^{1}, f^{2}, \ldots f^{k}$. Here the superscript merely labels the polynomial, and has nothing to do with its degree. Also, let $g_{m}$ be a homogeneous polynomial of degree $m$. Then, trivial induction on (7.5) gives the result

$$
\begin{equation*}
d\left(: f^{\prime}:: f^{2}: \ldots: f^{k}: g_{m}\right)=m-2 k+\sum_{i=1}^{k} d\left(f^{i}\right) \tag{7.6}
\end{equation*}
$$

Now apply the results of the previous paragraph to the right-hand side of (7.2). Evidently, all terms are of degree 1. Consequently, (7.1) is a linear transformation which can be written in the component form

$$
\begin{equation*}
\bar{\zeta}_{a}(t)=\mathscr{M}_{2} \zeta_{a}^{\mathrm{in}}=\sum_{b} M_{a b}(t) \zeta_{b}^{\mathrm{in}} \tag{7.7}
\end{equation*}
$$

or, more compactly, in the matrix form

$$
\begin{equation*}
\bar{\zeta}=\mathscr{M}_{2} \zeta^{\text {in }}=M \zeta^{\text {in }} \tag{7.8}
\end{equation*}
$$

Thus, the computation of $\mathscr{M}_{2}$ is equivalent to finding the matrix $M$.

According to (6.6), the time evolution of $\mathscr{M}_{2}$, and consequently of $M$, is governed by $H_{2}$. Suppose that $H_{2}$ is written in the form

$$
\begin{equation*}
H_{2}\left(\zeta^{\mathrm{in}}, t\right)=\frac{1}{2} \sum_{a, b} S_{a b}(t) \zeta_{a}^{\mathrm{in}} \zeta_{b}^{\mathrm{in}} \tag{7.9}
\end{equation*}
$$

Evidently $S$ is a symmetric matrix. Next compute the quantity : $-\mathrm{H}_{2}: \zeta^{\text {in }}$. One finds the result

$$
\begin{equation*}
:-H_{2}: \zeta_{c}^{\text {in }}=\left[\zeta_{c}^{\mathrm{in}}, H_{2}\right]=\sum_{a, b} J_{c a} S_{a b} \zeta_{b}^{\text {in }} \tag{7.10}
\end{equation*}
$$

where the quantities $J_{c a}$ are defined in terms of the fundamental Poisson brackets by the relation

$$
\begin{equation*}
J_{c a} \stackrel{\text { def }}{=}\left[\zeta_{c}^{\mathrm{in}}, \zeta_{a}^{\mathrm{in}}\right] \tag{7.11}
\end{equation*}
$$

Specifically, in matrix form, $J$ is $2 n \times 2 n$ and is given by the equation

$$
J=\left(\begin{array}{rr}
0 & I  \tag{7.12}\\
-I & 0
\end{array}\right)
$$

Here each entry in $J$ is an $n \times n$ matrix, $I$ denotes the $n \times n$ identity matrix, and all other entries are zero. In computing (7.10), use has been made also of the symmetric property of $S$. Finally, using matrix notation, Eq. (7.10) can be written more compactly in the form

$$
\begin{equation*}
:-H_{2}: \zeta^{\mathrm{in}}=J S \zeta^{\mathrm{in}} \tag{7.13}
\end{equation*}
$$

Suppose both sides of (6.6) are applied to the quantity $\zeta^{\text {in }}$. On the left-hand side one obtains the result

$$
\begin{equation*}
\dot{\mathscr{M}}_{2} \zeta^{\mathrm{in}}=\dot{\bar{\zeta}}=\dot{M} \zeta^{\mathrm{in}} \tag{7.14}
\end{equation*}
$$

The right-hand side gives the result

$$
\begin{align*}
\mathscr{M}_{2}:-H_{2}: \zeta^{\mathrm{in}} & =\mathscr{M}_{2} J S \zeta^{\mathrm{in}} \\
& =J S \mathscr{M}_{2} \zeta^{\mathrm{in}}=J S M \zeta^{\mathrm{in}} \tag{7.15}
\end{align*}
$$

This last step may require some elaboration. In terms of components one finds the relations

$$
\begin{align*}
\mathscr{M}_{2}\left(J S \zeta^{\mathrm{in}}\right)_{c} & =\mathscr{M}_{2} \sum_{a, b} J_{c a} S_{a b} \zeta_{b}^{\mathrm{in}} \\
& =\sum_{a, b} J_{c a} S_{a b} \mathscr{M}_{2} \zeta_{b}^{\mathrm{in}}=\sum_{a, b} J_{c a} S_{a b} \bar{\xi}_{b} \\
& =\sum_{a, b, d} J_{c a} S_{a b} M_{b d} \zeta_{d}^{\mathrm{in}}=\left(J S M \zeta^{\mathrm{in}}\right)_{c} \tag{7.16}
\end{align*}
$$

where use has been made of (7.7).
Now compare the right-hand sides of Eqs. (7.14) and (7.15). They are both of degree 1 in $\zeta^{\text {in }}$, and therefore (6.6) is consistent as advertised. Also, the matrix $M$ must evidently obey the differential equation

$$
\begin{equation*}
\dot{M}=J S M \tag{7.17}
\end{equation*}
$$

Finally, the stipulation that $\mathscr{M}$ be the identity map $\mathscr{I}$ when $t=t{ }^{\text {in }}$ requires, for consistency, that $\mathscr{M}_{R}$ and $\mathscr{M}_{2}$ also be the identity map when $t=t^{\text {in }}$. See Eq. (6.1). Consequently, the matrix $M$ is subject to the initial condition

$$
\begin{equation*}
M\left(t^{\text {in }}\right)=I \tag{7.18}
\end{equation*}
$$

The differential equation (7.17) with the initial condition (7.18) has a unique solution whose computation, in most cases, requires numerical integration. In the special case when the matrices $J S\left(t^{\prime}\right)$ and $J S\left(t^{\prime \prime}\right)$ commute for all times $t^{\prime}$ and $t^{\prime \prime}$, one has, in analogy to (5.10) and (5.11), the explicit solution

$$
\begin{equation*}
M=\exp \left[\int_{t^{\mathrm{in}}}^{t} J S\left(t^{\prime}\right) d t^{\prime}\right] \tag{7.19}
\end{equation*}
$$

Indeed, it can be shown that the solution of (7.17) depends entirely upon the Lie algebra generated by the matrices
$J S(t) .{ }^{9}$ In the even more special case that $S$ (and therefore $\mathrm{H}_{2}$ ) is time-independent, the integration required in (7.19) is immediate, and one obtains the result

$$
\begin{equation*}
M=\exp \left[\left(t-t^{\mathrm{in}}\right) J S\right] \tag{7.20}
\end{equation*}
$$

In the case (7.20) one may immediately write

$$
\begin{equation*}
\mathscr{M}_{2}=\exp \left(: f_{2}:\right) \tag{7.21}
\end{equation*}
$$

with $f_{2}$ given by the relation

$$
\begin{equation*}
f_{2}=-\left(t-t^{\text {in }}\right) H_{2} \tag{7.22}
\end{equation*}
$$

The determination of $f_{2}$ can also be carried out in the general case. However, since the explicit form of $f_{2}$ is not required for the work of this paper, we shall not pursue the matter further here.

## 8. COMPUTATION OF $H_{R}^{\mathrm{int}}$

By definition, $H_{R}$ consists of terms of degree 3 and higher,

$$
\begin{equation*}
H_{R}=H_{3}+H_{4}+\cdots \tag{8.1}
\end{equation*}
$$

Also, in view of ( 6.10 ) and the fact that $\mathscr{A}_{2}$ produces a linear transformation when acting on $\zeta^{\text {in }}$ [see (7.7)], it follows that $\mathrm{H}_{R}^{\text {int }}$ has the decomposition

$$
\begin{equation*}
H_{R}^{\mathrm{int}}=H_{3}^{\mathrm{int}}+H_{4}^{\mathrm{int}}+\cdots, \tag{8.2}
\end{equation*}
$$

where each term $H_{m}^{\mathrm{int}}$ is a homogeneous polynomial of degree $m$ given by the relation

$$
\begin{equation*}
H_{m}^{\mathrm{int}}\left(\zeta^{\mathrm{in}}, t\right)=H_{m}\left(\mathscr{H}_{2} \zeta^{\mathrm{in}}, t\right) . \tag{8.3}
\end{equation*}
$$

To see how this works out in a specific case, consider the computation of $H_{3}^{\text {int }}$. The terms of still higher degree are handled analogously. Suppose that $H_{3}$ is written in the explicit form

$$
\begin{equation*}
H_{3}\left(\zeta^{\mathrm{in}}, t\right)=\sum_{a b c} T_{a b c}(t) \zeta_{a}^{\mathrm{in}} \zeta_{b}^{\mathrm{in}} \zeta_{c}^{\mathrm{in}} \tag{8.4}
\end{equation*}
$$

where $T_{a b c}$ is a set of (possibly time-dependent) coefficients. Then use of (8.3) gives the relation
$H_{3}^{\mathrm{int}}\left(\zeta^{\mathrm{in}}, t\right)=\sum_{a b c} T_{a b c}\left(\mathscr{M}_{2} \zeta_{a}^{\mathrm{in}}\right)\left(\mathscr{M}_{2} \zeta_{b}^{\mathrm{in}}\right)\left(\mathscr{M}_{2} \zeta_{c}^{\mathrm{in}}\right)$.
However, thanks to (7.7), the terms on the right-hand side of (8.5) may be evaluated explicitly so that $H_{3}^{\text {int }}$ can be expressed in the form
$\boldsymbol{H}_{3}^{\mathrm{int}}\left(\zeta^{\mathrm{in}}, t\right)=\sum_{\substack{a b c \\ a^{\prime} b^{\prime} c^{\prime}}} T_{a b c} \boldsymbol{M}_{a a^{\prime}} \boldsymbol{M}_{b b^{\prime}} \cdot \boldsymbol{M}_{c c^{\prime}} \zeta_{a^{\prime}}^{\mathrm{in}} \zeta_{b^{\prime}}^{\mathrm{in}} \zeta_{c^{\prime}}^{\mathrm{in}}$.
Finally, the sums in (8.6) can be grouped so that $H_{3}^{\text {int }}$ can be written in the final form

$$
\begin{equation*}
H_{3}^{\mathrm{int}}\left(\zeta^{\mathrm{in}}, t\right)=\sum_{a^{\prime} b^{\prime} c^{\prime}} T_{a^{\prime} b^{\prime} c^{\prime}}^{\mathrm{int}}(t) \zeta_{a^{\prime}}^{\mathrm{in}} \zeta_{b^{\prime}}^{\mathrm{in}} \zeta_{c^{\prime}}^{\mathrm{in}} \tag{8.7}
\end{equation*}
$$

where $T^{\mathrm{int}}$ is defined by the equation

$$
\begin{equation*}
T_{a^{\prime} b^{\prime} c^{\prime}}^{\mathrm{int}}(t)=\sum_{a b c} T_{a b c}(t) M_{a a^{\prime}}(t) M_{b b^{\prime}}(t) M_{c c^{\prime}}(t) \tag{8.8}
\end{equation*}
$$

Note that because of the time dependence of $M, H_{3}^{\text {int }}$ is in general time-dependent even if $\mathrm{H}_{3}$ is not.

## 9. COMPUTATION OF $\mathscr{M}_{A}$ BY ITERATION

Suppose that both sides of Eq. (6.11) are integrated with respect to the time from the initial time $t{ }^{\text {in }}$ to some final time $t$. Then one finds the result

$$
\begin{equation*}
\mathscr{M}_{R}(t)-\mathscr{M}_{R}\left(t^{\mathrm{in}}\right)=\int_{t^{\mathrm{in}}}^{t} \mathrm{dt}^{\prime} \mathscr{M}_{R}\left(\mathrm{t}^{\prime}\right):-H_{R}^{\mathrm{int}}\left(t^{\prime}\right): \tag{9.1}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\mathscr{M}_{R}(t)=\mathscr{F}+\int_{t^{\prime n}}^{t} d t^{\prime} \mathscr{M}_{R}\left(t^{\prime}\right):-H_{R}^{\mathrm{int}}\left(t^{\prime}\right): \tag{9.2}
\end{equation*}
$$

Here use has been made of the earlier result that $\mathscr{M}_{R}\left(t^{\text {in }}\right)$ is the identity map $\mathscr{F}$.

Now iterate (9.2) by substituting the right-hand side back into the integral. If this is done once, we obtain the result

$$
\begin{align*}
\mathscr{A}_{R}= & \mathscr{I}+\int_{t^{\mathrm{in}}}^{t} d t^{\prime}:-H_{R}^{\mathrm{int}}\left(t^{\prime}\right): \\
& +\int_{t^{\mathrm{in}}}^{t} d t^{\prime} \int_{t^{\mathrm{in}}}^{t^{\prime}} d t^{\prime \prime} \mathscr{M}_{R}\left(t^{\prime \prime}\right):-H_{R}^{\mathrm{int}}\left(t^{\prime \prime}\right)::-H_{R}^{\mathrm{int}}\left(t^{\prime}\right): \tag{9.3}
\end{align*}
$$

Evidently, repeated iteration gives the result

$$
\begin{align*}
\mathscr{M}_{R}= & \mathscr{I}+\int_{t^{\mathrm{n}}}^{t} d t^{\prime}:-H_{R}^{\mathrm{int}}\left(t^{\prime}\right): \\
& +\int_{t^{\mathrm{in}}}^{t} d t^{\prime} \int_{t^{\mathrm{in}}}^{t^{\prime}} d t^{\prime \prime}:-H_{R}^{\mathrm{int}}\left(t^{\prime \prime}\right)::-H_{R}^{\mathrm{int}}\left(t^{\prime}\right):+\cdots \tag{9.4}
\end{align*}
$$

Note that in Eq. (9.4) the terms in the integrals occur in chronological order with earlier times preceding later times. We conclude that $\mathscr{M}_{R}$ can be expressed as an infinite sum of multiple time ordered integrals over the Lie operators
$:-H_{R}^{\mathrm{int}}(t)$ :.

## 10. COMPUTATION OF $f_{3}$ AND $f_{4}$

By definition $\mathscr{M}_{R}$ has the factorization

$$
\begin{equation*}
\mathscr{M}_{R}=\cdots \exp \left(: f_{5}:\right) \exp \left(: f_{4}:\right) \exp \left(: f_{3}:\right) \tag{10.1}
\end{equation*}
$$

The purpose of this section is to compare the two expressions (9.4) and (10.1) for $\mathscr{M}_{R}$ in order to obtain explicit formulas for $f_{3}$ and $f_{4}$. After the pattern of computation has been established, the determination of $f_{5}, f_{6}$, etc., will be treated in a subsequent section.

Suppose $\mathscr{M}_{R}$ as given by (10.1) is applied to some homogeneous polynomial $g_{m}$. Then, using the exponential expansion (3.4), we obtain the result

$$
\begin{align*}
\mathscr{A}_{R} g_{m}= & \cdots\left(1+: f_{5}:+\cdots\right)\left(1+: f_{4}:+: f_{4}:{ }^{2} / 2!+\cdots\right) \\
& \times\left(1+: f_{3}:+: f_{3}::^{2} / 2!+: f_{3}:^{3} / 3!+\cdots\right) g_{m} \\
= & g_{m}+\left(: f_{3}: g_{m}\right)+\left(: f_{3}:^{2} / 2!g_{m}+: f_{4}: g_{m}\right)+\cdots \tag{10.2}
\end{align*}
$$

Here, with the aid of (7.6), the various terms appearing in (10.2) have been grouped according to degree. Specifically, the degrees displayed are $m,(m+1)$, and ( $m+2$ ), respectively.

Next, suppose $\mathscr{M}_{R}$ as given by (9.4) is applied to the
same homogeneous polynomial $g_{m}$. Then, using the decomposition (8.2), we obtain the result

$$
\begin{align*}
\mathscr{M}_{\mathrm{R}} g_{m}= & g_{m}+\left(\int_{t^{\mathrm{in}}}^{t} d t^{\prime}:-H_{3}^{\mathrm{int}}: \mathrm{g}_{m}\right) \\
& +\left(\int_{t^{\mathrm{in}}}^{t} d t^{\prime}:-H_{4}^{\mathrm{int}}: g_{m}+\int_{t^{\mathrm{mn}}}^{t} d t^{\prime}\right. \\
& \left.\times \int_{t^{\mathrm{in}}}^{t^{\prime}} d t^{\prime \prime}:-H_{3}^{\mathrm{int}}\left(t^{\prime \prime}\right)::-H_{3}^{\mathrm{int}}\left(t^{\prime}\right): g_{m}\right)+\cdots \tag{10.3}
\end{align*}
$$

Here again the terms appearing in (10.3) have been grouped according to degree.

Now compare terms in (10.2) and (10.3) of like degree. Also observe that $g_{m}$ is arbitrary. It follows that we must have the relations

$$
\begin{align*}
&: f_{3}:=\int_{t \mathrm{nn}}^{t} d t^{\prime}:-H_{3}^{\mathrm{int}}\left(t^{\prime}\right):  \tag{10.4}\\
& \frac{: f_{3}:^{2}}{2!}+: f_{4}:= \int_{t^{\mathrm{in}}}^{t} d t^{\prime}:-H_{4}^{\mathrm{int}}:+\int_{t^{\mathrm{in}}}^{t} d t^{\prime} \\
& \times \int_{t^{\mathrm{in}}}^{t^{\prime}} d t^{\prime \prime}:-H_{3}^{\mathrm{int}}\left(t^{\prime \prime}\right)::-H_{3}^{\mathrm{int}}\left(t^{\prime}\right): \tag{10.5}
\end{align*}
$$

Both sides of Eq. (10.4) are manifestly Lie operators. Consequently, the colons can be removed from both sides of the equation to give for $f_{3}$ the explicit formula

$$
\begin{equation*}
f_{3}=-\int_{t^{\text {in }}}^{t} d t^{\prime} H_{3}^{\mathrm{int}}\left(t^{\prime}\right) \tag{10.6}
\end{equation*}
$$

Note that both sides of (10.6) are of the same degree, as is required for consistency.

The determination of $f_{4}$ is somewhat more difficult. Upon solving (10.5) for : $f_{4}$ :, we find the result

$$
\begin{align*}
: f_{4}:= & \int_{t^{\prime n}}^{t} d t^{\prime}:-H_{4}^{\mathrm{int}}:-\frac{: f_{3}:^{2}}{2!} \\
& +\int_{t^{\mathrm{In}}}^{t} d t^{\prime} \int_{t^{\mathrm{in}}}^{t^{\prime}} d t^{\prime \prime}:-H_{3}^{\mathrm{int}}\left(t^{\prime \prime}\right)::-H_{3}^{\mathrm{int}}\left(t^{\prime}\right): \tag{10.7}
\end{align*}
$$

The first term appearing on the right-hand side of (10.7) is evidently a Lie operator. However, it is not so clear that the remaining terms also produce a Lie operator, although we know from the left-hand side of (10.7) that they must. Our task, therefore, is to manipulate the terms in question to see if they can be brought into the form of a Lie operator.

By using the explicit result (10.4) for : $f_{3}$ :, the quantity $: f_{3}:^{2} / 2!$ can be expressed in the form

$$
\begin{align*}
\frac{: f_{3}:^{2}}{2!}= & \frac{1}{2} \int_{t^{\mathrm{n}}}^{t} d t^{\prime} \\
& \times \int_{t^{\mathrm{in}}}^{t} d t^{\prime \prime}:-H_{3}^{\mathrm{int}}\left(t^{\prime \prime}\right)::-H_{3}^{\mathrm{int}}\left(t^{\prime}\right): \tag{10.8}
\end{align*}
$$

Observe that the domain of integration in (10.8) consists of the two regions $t^{\prime \prime}<t^{\prime}$ and $t^{\prime \prime}>t^{\prime}$. If we split the integral into separate integrals over these regions and exchange integration variables in the region $t^{\prime \prime}>t^{\prime}$, then (10.8) can be rewritten in the form

$$
\begin{align*}
\frac{: f_{3}:^{2}}{2!}= & \frac{1}{2} \int_{t^{\mathrm{in}}}^{t} d t^{\prime} \int_{t^{\mathrm{in}}}^{t^{\prime}} d t^{\prime \prime}\left(:-H_{3}^{\mathrm{int}}\left(t^{\prime \prime}\right)::-H_{3}^{\mathrm{int}}\left(t^{\prime}\right):\right. \\
& \left.+:-H_{3}^{\mathrm{int}}\left(t^{\prime}\right)::-H_{3}^{\mathrm{int}}\left(t^{\prime \prime}\right):\right) \tag{10.9}
\end{align*}
$$

Now substitute (10.9) into (10.7). We obtain the result

$$
\begin{align*}
: f_{4}:= & \int_{t^{\mathrm{in}}}^{t} d t^{\prime}:-H_{4}^{\mathrm{int}}\left(t^{\prime}\right): \\
& +\frac{1}{2} \int_{t^{\mathrm{m}}}^{t} d t^{\prime} \int_{t^{\mathrm{in}}}^{t^{\prime}} d t^{\prime \prime} \\
& \times\left\{:-H_{3}^{\mathrm{int}}\left(t^{\prime \prime}\right):,:-H_{3}^{\mathrm{int}}\left(t^{\prime}\right):\right\} . \tag{10.10}
\end{align*}
$$

In accord with our expectations from Sec. 5, the terms (10.7) involving $H_{3}^{\text {int }}$ have been reexpressed as a commutator!

We are now ready for the last step. According to (3.3), the commutator of two Lie operators is again a Lie operator. Specifically, for the case in question, one has the relation

$$
\begin{align*}
& \left\{:-H_{3}^{\mathrm{int}}\left(t^{\prime \prime}\right):,:-H_{3}^{\mathrm{int}}\left(t^{\prime}\right):\right\} \\
& \quad=:\left[-H_{3}^{\mathrm{int}}\left(t^{\prime \prime}\right),-H_{3}^{\mathrm{int}}\left(t^{\prime}\right)\right]: \tag{10.11}
\end{align*}
$$

It is now obvious how to remove the colons from both sides of ( 10.10 ). Thanks to (10.11), we find the final result

$$
\begin{align*}
f_{4}= & -\int_{t^{\mathrm{in}}}^{t} d t^{\prime} H_{4}^{\mathrm{int}}\left(t^{\prime}\right) \\
& +\frac{1}{2} \int_{t^{\mathrm{in}}}^{t} d t^{\prime} \int_{t^{\mathrm{in}}}^{t^{\prime}} d t^{\prime \prime}\left[-H_{3}^{\mathrm{int}}\left(t^{\prime \prime}\right),-H_{3}^{\mathrm{int}}\left(t^{\prime}\right)\right] \tag{10.12}
\end{align*}
$$

## 11. COMPUTATION OF TERMS BEYOND $f_{4}$

The purpose of this section is to extend the results of the previous section to compute the $f_{m}$ of higher degree. The general problem is to reexpress various integrals over products of Lie operators as integrals involving only commutators so that the identity (3.3) can be used to remove colons. In order to minimize algebraic complexity in this process of "decolonization," it is necessary to extract the important features of the calculations we have just presented and to omit all irrelevant aspects. This will be done by showing that the entire calculation reduces to an exercise in the permutation of labels and involves only the commutators of symbols.

We begin by defining a generalized "bracket operator," denoted by the symbol $\left\langle\begin{array}{cc}i j & \ldots \\ \alpha \beta \ldots\end{array}\right\rangle$, by the rule

$$
\begin{align*}
& \left\langle\begin{array}{c}
i j \ldots \ldots \\
\alpha \beta \ldots
\end{array}\right\rangle \stackrel{\text { def }}{=} \int_{t^{\mathrm{in}}}^{t} d t_{1} \int_{t^{\mathrm{in}}}^{t_{1}} d t_{2} \cdots ;-H_{\alpha}^{\mathrm{int}}\left(t_{i}\right)::-H_{\beta}^{\mathrm{int}}\left(t_{j}\right): \\
& \times \cdots:-H_{\epsilon}^{\mathrm{int}}\left(t_{m}\right): . \tag{11.1}
\end{align*}
$$

Here $t_{i}, t_{j}, \ldots, t_{m}$ is some permutation of the variables $t_{1}, t_{2}, \cdots$. In this notation, Eqs. (10.6) and (10.7) take the more compact forms

$$
\begin{align*}
& : f_{3}:=\left\langle\begin{array}{l}
1 \\
3
\end{array}\right\rangle,  \tag{11.2}\\
& : f_{4}:=\left\langle\begin{array}{l}
1 \\
4
\end{array}\right\rangle-\left\langle\begin{array}{ll}
1 \\
3
\end{array}\right\rangle\left\langle\begin{array}{l}
1 \\
3
\end{array}\right\rangle / 2+\left\langle\begin{array}{ll}
2 & 1 \\
3 & 3
\end{array}\right\rangle .
\end{align*}
$$

The next step is to observe that products of bracket operators can be reexpressed in terms of sums of single bracket operators. For example, the second term in (11.3) can be rewritten in the form

$$
\left\langle\begin{array}{l}
1  \tag{11.4}\\
3
\end{array}\right\rangle\left\langle\begin{array}{l}
1 \\
3
\end{array}\right\rangle=\left\langle\begin{array}{ll}
1 & 2 \\
3 & 3
\end{array}\right\rangle+\left\langle\begin{array}{ll}
2 & 1 \\
3 & 3
\end{array}\right\rangle .
$$

This decomposition is simply a restatement that the region of integration can be split into the two regions $t_{1}>t_{2}$ and $t_{1}<t_{2}$. If we substitute (11.4) into (11.3), we immediately obtain the result

$$
: f_{4}:=\left\langle\begin{array}{l}
1  \tag{11.5}\\
4
\end{array}\right\rangle+\left\langle\begin{array}{ll}
2 & 1 \\
3 & 3
\end{array}\right\rangle / 2-\left\langle\begin{array}{ll}
1 & 2 \\
3 & 3
\end{array}\right\rangle / 2,
$$

or, equivalently,

$$
: f_{4}:=\left\langle\begin{array}{l}
1  \tag{11.6}\\
4
\end{array}\right\rangle+\left\{\begin{array}{l}
2 \\
3
\end{array}, \frac{1}{3}\right\} / 2 .
$$

Here we have introduced the obvious notation $\left\{\begin{array}{ll}2 & 1 \\ 3 & , \\ 3\end{array}\right\}$ to denote the time ordered integral of a commutator. Equation (11.6) is identical to ( 10.10 ), and the colons can be removed immediately to give (10.12).

We can state the general rule as follows: Any product of bracket operators can be replaced by a sum of single operators. The lower indices in the single operators are identical to and in the same order as they were in the original expression. The upper indices consist of all possible permutations of time ordering consistent with whatever time ordering existed within the factors of the original expression. Suppose, for example, we are given the product

$$
\left\langle\begin{array}{ll}
j_{\alpha} & k
\end{array}\right\rangle\left\langle{ }_{\gamma}^{l}\right\rangle=\left\langle\begin{array}{cc}
2 & 1  \tag{11.7}\\
\beta
\end{array}\right\rangle\left\langle\begin{array}{l}
1 \\
\gamma
\end{array}\right\rangle .
$$

In accord with the previous discussion, this product can be decomposed into the sum of three single operators,

$$
\left\langle\begin{array}{ll}
2 & 1  \tag{11.8}\\
\alpha & \beta
\end{array}\right\rangle\left\langle\begin{array}{l}
1 \\
\gamma
\end{array}\right\rangle=\left\langle\begin{array}{lll}
2 & 1 & 3 \\
\alpha & \beta & \gamma
\end{array}\right\rangle+\left\langle\begin{array}{lll}
3 & 1 & 2 \\
\alpha & \beta & \gamma
\end{array}\right\rangle+\left\langle\begin{array}{lll}
3 & 2 & 1 \\
\alpha & \beta & \gamma
\end{array}\right\rangle .
$$

Note that the relative time ordering of the $\alpha$ and $\beta$ factors never violates the $j>k$ ordering of the original expression (11.7). In the simple case of (11.4), the original expression had no special time ordering, with the result that there was no preferential order for the decomposition.

Let us apply the tools developed so far to the computation of : $f_{5}$ : Consider first Eq. (10.2). When acting on $g_{m}$, the Lie operators giving rise to terms of degree $(m+3)$ are given by the expression

$$
\begin{equation*}
: f_{5}:+: f_{4}:: f_{3}:+: f_{3}: 3 / 3! \tag{11.9}
\end{equation*}
$$

Next consider (10.3). Using the generalized bracket notation, when acting on $g_{m}$ the factors giving rise to terms of degree $(m+3)$ are given by the expression

$$
\left\langle\begin{array}{l}
1  \tag{11.10}\\
5
\end{array}\right\rangle+\left\langle\begin{array}{ll}
2 & 1 \\
3 & 4
\end{array}\right\rangle+\left\langle\begin{array}{ll}
2 & 1 \\
4 & 3
\end{array}\right\rangle+\left\langle\begin{array}{lll}
3 & 1 & 1 \\
3 & 3 & 3
\end{array}\right\rangle .
$$

Comparison of (11.9) and (11.10) shows that : $f_{5}$ : must be given by the relation

$$
\begin{gather*}
: f_{5}:=\left\langle\begin{array}{l}
1 \\
5
\end{array}\right\rangle+\left\langle\begin{array}{ll}
2 & 1 \\
3 & 4
\end{array}\right\rangle+\left\langle\begin{array}{ll}
2 & 1 \\
4 & 3
\end{array}\right\rangle+\left\langle\begin{array}{lll}
3 & 2 & 1 \\
3 & 3 & 3
\end{array}\right\rangle \\
-: f_{4}:: f_{3}:-: f_{3}: 3 \tag{11.11}
\end{gather*}
$$

Now use the previous results for : $f_{3}$ : and : $f_{4}$ : as given by (11.2) and (11.6). Substituting them into (11.11) gives the relation

$$
\begin{align*}
: f_{5}:= & \left(\left\langle\begin{array}{l}
1 \\
5
\end{array}\right\rangle\right)+\left(\left\langle\begin{array}{ll}
\lambda_{3}^{2} & 4
\end{array}\right\rangle+\left\langle\begin{array}{ll}
2 & 1 \\
4 & 3
\end{array}\right\rangle-\left\langle\begin{array}{l}
1 \\
4
\end{array}\right\rangle\left\langle\begin{array}{l}
1 \\
3
\end{array}\right\rangle\right) \\
& +\left(\left\langle\begin{array}{lll}
3 & 2 & 1 \\
3 & 3 & 3
\end{array}\right\rangle-\left\{\begin{array}{ll}
2 & 1 \\
3 & 3
\end{array}\right]\left\langle\begin{array}{l}
1 \\
3
\end{array}\right\rangle / 2-\left\langle\begin{array}{l}
1 \\
3
\end{array}\right\rangle\left\langle\begin{array}{l}
1 \\
3
\end{array}\right\rangle\left\langle\begin{array}{l}
1 \\
3
\end{array}\right\rangle / 6\right) . \tag{11.12}
\end{align*}
$$

Here we have collected the various terms into three groups in anticipation of the fact that each group can be decolonized separately.

The first group in (11.12) consists of a single term and is therefore already manifestly a Lie operator. The terms in the
second group can be manipulated using the decomposition

$$
\left\langle\begin{array}{l}
1  \tag{11.13}\\
4
\end{array}\right\rangle\left\langle\begin{array}{l}
1 \\
3
\end{array}\right\rangle=\left\langle\begin{array}{ll}
1 & 2 \\
4 & 3
\end{array}\right\rangle+\left\langle\begin{array}{ll}
2 & 1 \\
4 & 3
\end{array}\right\rangle .
$$

It follows that the terms in the second group can be written as a commutator as anticipated:

$$
\left\langle\begin{array}{ll}
2 & 1  \tag{11.14}\\
3 & 4
\end{array}\right\rangle+\left\langle\begin{array}{ll}
2 & 1 \\
4 & 3
\end{array}\right\rangle-\left\langle\begin{array}{l}
1 \\
4
\end{array}\right\rangle\left\langle\begin{array}{l}
1 \\
3
\end{array}\right\rangle=\left\langle\begin{array}{ll}
2 & 1 \\
3 & 4
\end{array}\right\rangle-\left\langle\begin{array}{ll}
1 & 2 \\
4 & 3
\end{array}\right\rangle=\left\{\begin{array}{ll}
2 & 1 \\
3
\end{array}, \begin{array}{l}
4
\end{array}\right\} .
$$

The conversion of the terms in the third group into commutators requires more work. One procedure is simply to combine products using the analog of (11.8), and then collect the resulting terms into multiple commutators. However, there is another procedure which is at once simpler and more profound.

Consider the set of all $(N-1)$-fold commutators of $N$ different abstract linear operators $O_{1}, O_{2}, \ldots, O_{N}$. It is shown in an appendix that this set has the remarkable properties listed below:
(1) The set forms a vector space of dimension ( $N-1$ )!.
(2) The basis vectors for this vector space may all be taken to be nests. A nest is defined to be a multiple commutator of $N$ objects that ends with $(N-1)$ right braces. For example, $\{\alpha,\{\beta,\{\gamma, \delta\}\}\}$ is a nest, and $\{\{\alpha, \beta\},\{\gamma, \delta\}\}$ is not.
(3) In forming a basis, it is sufficient to use only those nests that end with a particular but arbitrary operator selected from the collection $O_{1}, O_{2}, \ldots, O_{N}$. Suppose, for example, that this operator is selected to be $O_{1}$. Then a basis is formed by the set of nests given by

$$
\left\{\cdots,\left\{O_{k},\left\{O_{j},\left\{O_{i}, O_{1}\right\} \cdots\right\}\right.\right.
$$

where the indices $\ldots, k, j, i$ are all possible permutations of the numbers $N, \ldots, 4,3,2$. Note that there are $(N-1)$ ! such nests in accord with property 1 above.
(4) The $N$-tuple (..., $k, j, i, 1$ ) will be referred to as the defining string of a nest. Defining strings play a special role. Consider an expression which is known to be decomposable into a set of $(N-1)$-fold commutators of $N$ objects. Suppose all nests ending with $O_{1}$ are used as a basis for the decomposition. Then, in this decomposition, the coefficient of the nest with the defining string $(\ldots, k, j, i, 1)$ will be the sum of all the coefficients of the factor $\cdots O_{k} O_{j} O_{i} O_{1}$ in the original expression.

Let us apply the results of the previous paragraph to the multiple commutator decomposition of the third term in (11.12). Since there are three operators in question, we must deal with the set of all twofold commutators of three operators. This set is of dimension 2 , and a convenient set of basis vectors is given by the nests $\left\{\begin{array}{l}3 \\ 3\end{array},\left\{\begin{array}{l}2 \\ 3\end{array}, \frac{1}{3}\right\}\right\}$ and $\left\{\begin{array}{l}2 \\ 3\end{array},\left\{\begin{array}{l}3 \\ 3\end{array}, \begin{array}{l}1 \\ 3\end{array}\right\}\right\}$. Consider the defining string $(3,2,1)$ for the first nest. Examine the third term in (11.12) to find the coefficients of the corresponding factor. Evidently $\left\langle\begin{array}{ccc}3 & 2 & 1 \\ 3 & 3 & 3\end{array}\right\rangle$ contains the factor with a coefficient $(+1),\left\{\begin{array}{ll}2 & 1 \\ 3 & 3\end{array}\right\}\left\langle\begin{array}{l}1 \\ 3\end{array}\right\rangle$ when expanded and decomposed contains the factor with a coefficient of $(+1)$, and $\left\langle\begin{array}{l}1 \\ 3\end{array}\right\rangle\left\langle\begin{array}{l}1 \\ 3\end{array}\right\rangle\left\langle\begin{array}{l}1 \\ 3\end{array}\right\rangle$ when decomposed contains the factor with a coefficient of $(+1)$. Thus the coefficient of the nest
$\left\{\begin{array}{l}3 \\ 3\end{array},\left\{\begin{array}{l}2 \\ 3\end{array}, \frac{1}{3}\right\}\right\}$ in the decomposition is $1+(1)(-1 / 2)$ $+(1)(-1 / 6)=(1 / 3)$. Similarly, one finds the coefficient of the nest $\left\{\begin{array}{l}2 \\ 3\end{array},\left\{\begin{array}{l}3 \\ 3\end{array}, \frac{1}{3}\right\}\right\}$ is also $(1 / 3)$. Consequently, the third term in (11.12) can be rewritten in the form
$\left\langle\begin{array}{lll}3 & 2 & 1 \\ 3 & 3 & 3\end{array}\right\rangle-\left\{\begin{array}{ll}2 & 1 \\ 3 & 3\end{array}\right\}\left\langle\begin{array}{l}1 \\ 3\end{array}\right\rangle / 2-\left\langle\begin{array}{l}1 \\ 3\end{array}\right\rangle\left\langle\begin{array}{l}1 \\ 3\end{array}\right\rangle\left\langle\begin{array}{l}1 \\ 3\end{array}\right\rangle / 6$
$=\left\{\begin{array}{l}3 \\ 3\end{array},\left\{\begin{array}{ll}2 \\ 3\end{array}, \frac{1}{3}\right\}\right\} / 3+\left\{\begin{array}{l}2 \\ 3\end{array},\left\{\begin{array}{ll}3 & 1 \\ 3 & 1 \\ 3\end{array}\right\}\right\} / 3$.
Now substitute (11.14) and (11.15) into (11.12). We find the result

$$
: f_{5}:=\left\langle\begin{array}{l}
1  \tag{11.16}\\
5
\end{array}\right\rangle+\left\{\begin{array}{ll}
2 & 1 \\
3 & 4
\end{array}\right\}+\left\{\begin{array}{l}
3 \\
3
\end{array},\left\{\begin{array}{ll}
2 & 1 \\
3 & 3
\end{array}\right\}\right\} / 3+\left\{\begin{array}{l}
2 \\
3
\end{array},\left\{\begin{array}{ll}
3 & 1 \\
3 & 3
\end{array}\right\}\right\} / 3
$$

or, after decolonization, the final result

$$
\begin{align*}
f_{5}= & -\int_{t^{\mathrm{in}}}^{t} d t_{1} H_{5}^{\mathrm{int}}\left(t_{1}\right)+\int_{t^{\mathrm{inn}}}^{t} d t_{1} \\
& \times \int_{i^{\mathrm{in}}}^{t_{1}} d t_{2}\left[-H_{3}^{\mathrm{int}}\left(t_{2}\right),-H_{4}^{\mathrm{int}}\left(t_{1}\right)\right] \\
& +\frac{1}{3} \int_{t^{\mathrm{in}}}^{t} d t_{1} \int_{t^{\mathrm{in}}}^{t_{1}} d t_{2} \int_{t^{\mathrm{inn}}}^{t_{2}} d t_{3} \\
& \times\left(\left[-H_{3}^{\mathrm{int}}\left(t_{3}\right),\left[-H_{3}^{\mathrm{int}}\left(t_{2}\right),-H_{3}^{\mathrm{int}}\left(t_{1}\right)\right]\right]\right. \\
& \left.+\left[-H_{3}^{\mathrm{int}}\left(t_{2}\right),\left[-H_{3}^{\mathrm{int}}\left(t_{3}\right),-H_{3}^{\mathrm{int}}\left(t_{1}\right)\right]\right]\right) \tag{11.17}
\end{align*}
$$

Note that in decolonizing the triple commutator we have used the relation

$$
\begin{equation*}
\{: f:,\{: g:, h:\}\}=\{: f:,:[g, h]:\}=:[f,[g, h]]: \tag{11.18}
\end{equation*}
$$

which follows directly from (3.3).
Let us, in analogy with (11.1), introduce the shorthand notation

$$
\begin{align*}
& {\left[\begin{array}{c}
1 \\
\alpha
\end{array}\right] \stackrel{\text { def }}{=} \int_{t i n}^{t} d t_{1}\left(-H_{\alpha}^{\mathrm{int}}\left(t_{1}\right)\right)}  \tag{11.19a}\\
& {\left[\begin{array}{ll}
i \\
\alpha & , \\
\beta
\end{array}\right]=\int_{t \mathrm{in}}^{t} d t_{1} \int_{t^{\mathrm{in}}}^{t_{1}} d t_{2}\left[-H_{\alpha}^{\mathrm{int}}\left(t_{i}\right),-H_{\beta}^{\mathrm{int}}\left(t_{j}\right)\right],} \tag{11.19b}
\end{align*}
$$

Then, Eqs. (10.6), (10.12), and (11.17) can be written more compactly in the form
$f_{3}=\left[\begin{array}{l}1 \\ 3\end{array}\right]$,
$f_{4}=\left[\begin{array}{l}1 \\ 4\end{array}\right]+\left[\begin{array}{ll}2 & 1 \\ 3 & , \\ 3\end{array}\right] / 2$,
$f_{5}=\left[\begin{array}{l}1 \\ 5\end{array}\right]+\left[\begin{array}{ll}2 & 1 \\ 3 & 4\end{array}\right]+\left[\begin{array}{l}3 \\ 3\end{array},\left[\begin{array}{ll}2 & 1 \\ 3 & 1 \\ 3\end{array}\right]\right] / 3+\left[\begin{array}{l}2 \\ 3\end{array},\left[\begin{array}{ll}3 & 1 \\ 3 & 3\end{array}\right]\right] / 3$.

The reader should compare these results with their colonized versions given in (11.2), (11.6), and (11.16), respectively.

The calculation of : $f_{6}$ : may be carried out in similar fashion. One finds that it has the multiple commutator decomposition given by the formula

$$
\begin{align*}
: f_{6}:= & \left\langle\begin{array}{l}
1 \\
6
\end{array}\right\rangle+\left\{\begin{array}{l}
2 \\
3
\end{array}, \begin{array}{l}
5 \\
5
\end{array}\right\}+\left\{\begin{array}{l}
2 \\
4
\end{array}, \frac{1}{4}\right\} / 2+\left\{\left\{\begin{array}{l}
3 \\
4
\end{array},\left\{\begin{array}{l}
2 \\
3
\end{array}, \frac{1}{3}\right\}\right\}\right. \\
& \left.\left.\left.+\left\{\begin{array}{l}
2 \\
4
\end{array},\left\{\begin{array}{l}
3 \\
3
\end{array}, \frac{1}{3}\right\}\right\}\right\}+3\left\{\begin{array}{l}
3 \\
3
\end{array},\left\{\begin{array}{l}
2 \\
3
\end{array}, \begin{array}{l}
1 \\
4
\end{array}\right\}\right\}+\left\{\begin{array}{l}
2 \\
3
\end{array},\left\{\begin{array}{l}
3 \\
3
\end{array}, \frac{1}{4}\right\}\right\}\right\}\right) / 4 \\
& +\left(\left\{\begin{array}{l}
3 \\
3
\end{array},\left\{\begin{array}{l}
2 \\
3
\end{array},\left\{\begin{array}{l}
4 \\
3
\end{array}, \frac{1}{3}\right\}\right\}\right\}\right)+\left\{\begin{array}{l}
4 \\
3
\end{array},\left\{\begin{array}{l}
2 \\
3
\end{array},\left\{\begin{array}{l}
3 \\
3
\end{array}, \frac{1}{3}\right\}\right\}\right\} \\
& \left.\left.+\left\{\begin{array}{l}
4 \\
3
\end{array},\left\{\begin{array}{l}
3 \\
3
\end{array},\left\{\begin{array}{l}
2 \\
3
\end{array}, \frac{1}{3}\right\}\right\}\right\}\right\}\right) / 4 \tag{11.23}
\end{align*}
$$

Decolonization gives the final result

$$
\begin{align*}
f_{6}= & {\left[\begin{array}{l}
1 \\
6
\end{array}\right]+\left[\begin{array}{l}
2 \\
3
\end{array}, \frac{1}{5}\right]+\left[\begin{array}{l}
2 \\
4
\end{array}, \frac{1}{4}\right] / 2 } \\
& +\left(\left[\begin{array}{l}
3 \\
4
\end{array},\left[\begin{array}{l}
2 \\
3
\end{array}, \frac{1}{3}\right]\right]+\left[\begin{array}{l}
2 \\
4
\end{array},\left[\begin{array}{l}
3 \\
3
\end{array}, \frac{1}{3}\right]\right]\right. \\
& \left.\left.+3\left[\begin{array}{l}
3 \\
3
\end{array},\left[\begin{array}{l}
2 \\
3
\end{array}, \frac{1}{4}\right]\right]\right]+\left[\begin{array}{l}
2 \\
3
\end{array},\left[\begin{array}{l}
3 \\
3
\end{array}, \begin{array}{l}
1 \\
4
\end{array}\right]\right]\right) / 4 \\
& +\left(\left[\begin{array}{l}
3 \\
3
\end{array},\left[\begin{array}{l}
2 \\
3
\end{array},\left[\begin{array}{l}
4 \\
3
\end{array}, \frac{1}{3}\right]\right]\right]\right. \\
& \left.+\left[\begin{array}{l}
4 \\
3
\end{array},\left[\begin{array}{l}
2 \\
3
\end{array},\left[\begin{array}{l}
3 \\
3
\end{array}, \frac{1}{3}\right]\right]\right]+\left[\begin{array}{l}
4 \\
3
\end{array},\left[\begin{array}{l}
3 \\
3
\end{array},\left[\begin{array}{l}
2 \\
3
\end{array}, \frac{1}{3}\right]\right]\right]\right) / 4 . \tag{11.24}
\end{align*}
$$

## 12. IMMEDIATE DECOLONIZATION

There is an alternate complementary approach to the computation of the $f_{m}$ that is worthy of mention. It has the feature that decolonization can be performed explicitly in the general case prior to subsequent calculation.

From the factorization (10.1) it follows that $\dot{\mathscr{H}}_{R}$ can be written in the form

$$
\begin{align*}
\dot{\mathscr{H}}_{R}= & \cdots+\cdots \dot{\mathscr{H}}_{5} \mathscr{H}_{4} \mathscr{H}_{3} \\
& +\cdots \mathscr{H}_{5} \dot{\mathscr{H}}_{4} \mathscr{H}_{3}+\cdots \mathscr{H}_{5} \mathscr{M}_{4} \dot{\mathscr{H}}_{3} \tag{12.1}
\end{align*}
$$

Suppose (12.1) is substituted into the equation of motion (6.11) and both sides of the resulting relation are multiplied by $\mathscr{M}_{R}^{-1}$. Then we obtain the result

$$
\begin{align*}
& \cdots+\mathscr{H}_{3}^{-1} \mathscr{H}_{4}^{-1} \mathscr{H}_{5}^{-1} \dot{\mathscr{H}}_{5} \mathscr{H}_{4} \mathscr{M}_{3} \\
&+\mathscr{M}_{3}^{-1} \mathscr{M}_{4}^{-1} \mathscr{H}_{4} \mathscr{M}_{3}+\mathscr{M}_{3}^{-1} \mathscr{H}_{3} \\
&=:-H_{R}^{\mathrm{int}}: \tag{12.2}
\end{align*}
$$

Next, let \#f \# denote the adjoint of the Lie operator $: f:$ It is a kind of superoperator which acts on the general Lie operator : $g$ : according to the rule

$$
\begin{equation*}
\# f \#: g:=\{: f:,: g:\} \tag{12.3}
\end{equation*}
$$

Then, using (6.2), it can be shown that ${ }^{1}$

$$
\begin{align*}
\mathscr{H}_{3}^{-1} & \mathscr{M}_{4}^{-1} \mathscr{H}_{5}^{-1} \mathscr{H}_{5} \mathscr{H}_{4} \mathscr{M}_{3} \\
& =\exp \left(-\# f_{3} \#\right) \exp \left(-\# f_{4} \#\right) \mathscr{M}_{5}^{-1} \dot{\mathscr{M}}_{5}, \quad \text { etc. } \tag{12.4}
\end{align*}
$$

We now need to compute $\mathscr{A}_{m}$. Again with the aid of adjoint operators, it can be shown that the formula for differentiating an exponential is given by the relation ${ }^{3}$

$$
\begin{equation*}
\mathscr{M}_{m}^{-1} \dot{\mathscr{M}}_{m}=\operatorname{iex}\left(-\# f_{m} \#\right): \dot{f_{m}}: \tag{12.5}
\end{equation*}
$$

Here the integrated exponential function iex $(w)$ for general argument $w$ is defined by the equations

$$
\begin{equation*}
\operatorname{iex}(w)=\int_{0}^{1} d \tau \exp (\tau w)=\sum_{m=0}^{\infty} \frac{w^{m}}{(m+1)!} \tag{12.6}
\end{equation*}
$$

Upon combining the fruits of our labor, we find that (12.2) can be rewritten in the form

$$
\begin{align*}
\cdots+ & \exp \left(-\# f_{3} \#\right) \exp \left(-\# f_{4} \#\right) \operatorname{iex}\left(-\# f_{5} \#\right): \dot{f_{5}}: \\
& +\exp \left(-\# f_{3} \#\right) \operatorname{iex}\left(-\# f_{4} \#\right): \dot{f_{4}}: \\
& +\operatorname{iex}\left(-\# f_{3} \#\right): \dot{f_{3}}:=:-H_{R}^{i n t}: \tag{12.7}
\end{align*}
$$

The colons can now be removed immediately from both sides of (12.7) to give the result

$$
\begin{align*}
\cdots+ & \exp \left(-: f_{3}:\right) \exp \left(-: f_{4}:\right) \operatorname{iex}\left(-: f_{5}:\right) \dot{f_{5}} \\
& +\exp \left(-: f_{3}:\right) \operatorname{iex}\left(-: f_{4}:\right) \dot{f_{4}} \\
& +\operatorname{iex}\left(-: f_{3}:\right) \dot{f_{3}}=-H_{R}^{\mathrm{int}} \tag{12.8}
\end{align*}
$$

Essentially all that is needed to pass from (12.7) to (12.8) is repeated use of relations of the form (3.3), (11.18), etc.

Suppose we examine ( 12.8 ) with the aim of equating terms of like degree. Using the expansion (12.6), we find the result

$$
\begin{equation*}
\operatorname{iex}\left(-: f_{m}:\right) \dot{f_{m}}=\left(1-: f_{m}: / 2!+: f_{m}::^{2} / 3!+\cdots\right) \dot{f_{m}} \tag{12.9}
\end{equation*}
$$

According to (7.6), the terms on the right-hand side of (12.9) have degree $m, 2 m-2,3 m-4$, etc. Consequently, upon using (8.2), and equating terms of like degree in (12.8), we find the explicit formulas

$$
\begin{align*}
\dot{f_{3}}= & -H_{3}^{\mathrm{int}} \\
\dot{f_{4}}= & -H_{4}^{\mathrm{int}}-P_{4} \operatorname{iex}\left(-: f_{3}:\right) \dot{f_{3}}, \\
\dot{f_{5}}= & -H_{5}^{\mathrm{int}}-P_{5} \operatorname{iex}\left(-: f_{3}: \dot{f_{3}}\right. \\
& -P_{5} \exp \left(-: f_{3}:\right) \operatorname{iex}\left(-: f_{4}:\right) \dot{f_{4}}, \\
\dot{f_{6}}= & -H_{6}^{\mathrm{int}}-P_{6} \operatorname{iex}\left(-: f_{3}:\right) \dot{f_{3}}-P_{6} \exp \left(-: f_{3}:\right) \\
& \times \operatorname{iex}\left(-: f_{4}: \dot{f_{4}}-P_{6} \exp \left(-: f_{3}:\right)\right. \\
& \times \exp \left(-: f_{4}:\right) \operatorname{iex}\left(-: f_{5}:\right) \dot{f_{5}}, \quad \text { etc. } \tag{12.10}
\end{align*}
$$

Here $P_{m}$ denotes a projection operator which projects out terms of degree $m$.

Equations (12.10) may be solved and integrated successively to find the desired functions $f_{m}$. For example, upon integrating the first of equations (12.10), we find the expected result (11.20). Here we have used the condition that $f_{m}=0$ when $t=t^{\text {in }}$, which corresponds to the condition $\mathscr{M}_{R}\left(t^{\text {in }}\right)$ $=\mathscr{I}$.

Let us examine the second of Eqs. (12.10). Use of (7.6) and (12.9) gives the result

$$
\begin{equation*}
P_{4} \operatorname{iex}\left(-: f_{3}: \dot{f_{3}}=-: f_{3}: \dot{f_{3}} / 2\right. \tag{12.11}
\end{equation*}
$$

Consequently, $f_{4}$ obeys the differential equation

$$
\begin{equation*}
\dot{f}_{4}=-H_{4}^{\mathrm{int}}+: f_{3}:\left(-H_{3}^{\mathrm{int}}\right) / 2 . \tag{12.12}
\end{equation*}
$$

By making use of (11.2), or (11.20), we obtain the equivalent result

$$
\begin{equation*}
\dot{f_{4}}(t)=-H_{4}^{\mathrm{int}}(t)+\left\langle{ }_{3}^{1}\right\rangle\left(-H_{3}^{\mathrm{int}}(t)\right) / 2 . \tag{12.13}
\end{equation*}
$$

Equation (12.13) may now be integrated directly. In doing so, it is convenient to let $t_{1}$ replace $t$ as the variable of integration and, correspondingly, to increase the subscripts on all other variables and limits of integration by 1 . When this is done, integration of (12.13) gives the previous result (11.21).

Similarly, Eqs. (11.22) and (11.24) can, after suitable manipulation, be obtained by integration, respectively, of the third and fourth of Eqs. (12.10). As a check of her or his understanding, the reader is encouraged to reproduce (11.22) by this method. In this connection identities such as (11.4) and (11.8) are again of use.

## 13. CONCLUDING REMARKS

We have shown how to compute the polynomials $f_{2}, f_{3}$, etc. that characterize the mapping $\mathscr{H}$ in terms of the polynomials $H_{2}, H_{3}$, etc. that characterize the Hamiltonian. ${ }^{10}$ Explicit formulas have been given for the polynomials $f_{3}-f_{6}$, and general machinery has been developed for the computa-
tion of the polynomials of still higher degree should the need arise.

These results are expected to be of value in the fields of accelerator design and charged particle beam and light optics. They may also be of value in other areas of nonlinear dynamics. For example, suppose $z^{g}(t)$ is a periodic orbit. Then it can be shown that the stability of this orbit, when one goes beyond the linear approximation, is governed by the polynomials $f_{3}, f_{4}$, etc. ${ }^{1,11}$

It may also be remarked that expressions such as (11.17) are not as formidable as they may appear. Once the indicated Poisson brackets have been performed, the various monomials in the variables $\zeta^{\text {in }}$ may be taken outside the integral sign since they are, in fact, time independent. The integrals then involve only products of matrix elements of $M(t)$ and various coefficients such as those appearing, for example, in (8.4).
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## APPENDIX

The purpose of this appendix is to prove the assertions made in Sec. 11 about ( $N-1$ )-fold commutators of $N$ different linear operators. We begin by showing that all such multiple commutators can be written as linear combinations of nests. The proof, which is by induction, will be presented in a somewhat discursive fashion in order to illustrate along the way various properties of multiple commutators.

Consider first the case $N=2$ where there are only two operators $O_{1}$ and $O_{2}$. The possible commutators are $\left\{O_{1}, O_{2}\right\}$ and $\left\{O_{2}, O_{1}\right\}$. Each is obviously a nest. Also, from the antisymmetry condition we have the relation

$$
\begin{equation*}
\left\{O_{1}, O_{2}\right\}=-\left\{O_{2}, O_{1}\right\} . \tag{A1}
\end{equation*}
$$

Thus, the two commutators are linearly dependent, the vector space they span is one-dimensional, and either nest may serve as a basis.

Next consider the case $N=3$ where there are three operators $O_{1}, O_{2}$, and $O_{3}$. From these operators one may form 12 commutators which superficially appear to be distinct. They are the commutators of the form $\{X,\{Y, Z\}\}$ and $\{\{X, Y\}, Z\}$, where the roles of $X, Y$, and $Z$ are filled by the six possible permutations of $O_{1}, O_{2}$, and $O_{3}$. However, the commutators of the form $\{\{X, Y\}, Z\}$ are related to those which are nests through the antisymmetry condition

$$
\begin{equation*}
\{\{X, Y\}, Z\}=-\{Z,\{X, Y\}\} \tag{A2}
\end{equation*}
$$

Thus in the case $N=3$, all twofold commutators are again expressible in terms of nests.

How many nests are required to form a basis? All six possible nests for the case $N=3$ are listed below:

$$
\begin{array}{ll}
u_{1}=\left\{O_{3},\left\{O_{2}, O_{1}\right\}\right\}, & u_{4}=\left\{O_{1},\left\{O_{2}, O_{3}\right\}\right\} \\
u_{2}=\left\{O_{1},\left\{O_{3}, O_{2}\right\}\right\}, & u_{5}=\left\{O_{2},\left\{O_{3}, O_{1}\right\}\right\} \\
u_{3}=\left\{O_{2},\left\{O_{1}, O_{3}\right\}\right\}, & u_{6}=\left\{O_{3},\left\{O_{1}, O_{2}\right\}\right\} \tag{A3}
\end{array}
$$

However, the antisymmetry condition gives the relations

$$
\begin{equation*}
u_{4}=-u_{2}, \quad u_{5}=-u_{3}, \quad u_{6}=-u_{1} . \tag{A4}
\end{equation*}
$$

Thus, at most only three nests are needed to form a basis. Moreover, the Jacobi identity gives the relation

$$
\begin{equation*}
u_{1}+u_{2}+u_{3}=0 \tag{A5}
\end{equation*}
$$

Thus, the vector space of twofold commutators of three operators is two dimensional. A convenient basis is given by the nests $u_{1}$ and $u_{5}$. Note that both these nests end with the operator $O_{1}$.

We now proceed with induction. Let $C_{N}$ denote the space of all ( $N-1$ )-fold commutators of $N$ different linear operators. We assume that it is known that these spaces can be spanned by nests for all values of $N \leqslant M$. Now consider the space $C_{M+1}$. Let $u$ be some element in $C_{M+1}$. Then since $u$ is a multiple commutator, it can be written in the form

$$
\begin{equation*}
u=\{X, Y\} \tag{A6}
\end{equation*}
$$

where $X$ and $Y$ are members of $C_{j}$ and $C_{k}$, respectively, and $j$ and $k$ are related by the equation

$$
\begin{equation*}
j+k=M+1 \tag{A7}
\end{equation*}
$$

Also observe that $X$ and $Y$ have no operators in common.
According to (A7), the quantities $j$ and $k$ are less than or equal to $M$. It follows by assumption that $X$ and $Y$ can be expressed in terms of nests. We denote these nests by $\mathcal{N}_{l}^{a}$. The upper index labels the nest, and the lower index labels the space $C_{l}$ to which it belongs. Thus, we may rewrite (A6) in the form

$$
\begin{align*}
u & =\{X, Y\}=\left\{\sum_{a} \alpha_{a} \mathscr{N}_{j}^{a}, \sum_{b} \beta_{b} \mathscr{N}_{k}^{b}\right\} \\
& =\sum_{a, b} \alpha_{a} \beta_{b}\left\{\mathcal{A}_{j}^{a}, \mathcal{A}_{k}^{b}\right\} . \tag{A8}
\end{align*}
$$

Since $\mathscr{V}_{j}^{a}$ is a nest, it can be written in the form

$$
\begin{equation*}
\mathscr{N}_{j}^{a}=\left\{O_{d}, \mathscr{N}_{j-1}^{c}\right\} \tag{A9}
\end{equation*}
$$

where $O_{d}$ is a single operator in the $(M+1)$-fold collection $O_{1}, O_{2}, \ldots, O_{M+1}$. Apply the Jacobi identity to each term in (A8) using the representation (A9). This gives the result

$$
\begin{align*}
& \left\{\mathscr{N}_{j}^{a}, \mathscr{N}_{k}^{b}\right\}=\left\{\left\{O_{d}, \mathcal{A}_{j-1}^{c}\right\}, \mathscr{N}_{k}^{b}\right\} \\
& \quad=\left\{O_{d},\left\{\mathcal{N}_{j-1}^{c}, \mathscr{N}_{k}^{b}\right\}\right\}-\left\{\mathcal{N}_{j-1}^{c},\left\{O_{d}, \mathcal{N}_{k}^{b}\right\}\right\} \tag{A10}
\end{align*}
$$

Consider the first term on the right-hand side of (A10). The commutator $\left\{\mathcal{F}_{j-1}^{c}, \mathcal{N}_{k}^{b}\right\}$ belongs to $C_{l}$ with $l=j+k-1=M$. Thus, by the induction hypothesis, this commutator can be written as a sum of nests in the form

$$
\begin{equation*}
\left\{\mathscr{N}_{j-1}^{c}, \mathscr{N}_{k}^{b}\right\}=\sum_{e} \gamma_{e} \mathscr{N}_{M}^{e} \tag{A11}
\end{equation*}
$$

Correspondingly, the first term on the right-hand side of (A10) can be written in the form

$$
\begin{equation*}
\left\{O_{d},\left\{\mathscr{N}_{j-1}^{c}, \mathscr{N}_{k}^{b}\right\}\right\}=\sum_{e} \gamma_{e}\left\{O_{d}, \mathscr{N}_{M}^{e}\right\} \tag{A12}
\end{equation*}
$$

But each term $\left\{O_{d}, \mathscr{N}_{M}^{e}\right\}$ is some nest $\mathscr{N}_{M+1}^{f}$. It follows that the first term on the right-hand side of (A10) can be expressed as a sum of nests in $C_{M+1}$.

What can be said about the second term on the righthand side of (A10)? Evidently each term $\left\{O_{d}, \mathscr{N}_{k}^{b}\right\}$ is some
nest $\mathscr{N}_{k+1}^{g}$. Thus, the terms on the right-hand side of (A10) which are not manifestly composed of nests are of the form $\left\{\mathscr{N}_{j-1}^{c}, \mathscr{N}_{k+1}^{g}\right\}$. Consequently, Eq. (A10) can be rewritten in the form

$$
\begin{equation*}
\left\{\mathscr{N}_{j}^{a}, \mathscr{N}_{k}^{b}\right\}=\left\{\mathscr{N}_{j-1}^{c}, \mathscr{N}_{k+1}^{g}\right\}+\sum_{f} \delta_{f} \mathscr{N}_{M+1}^{f} \tag{A13}
\end{equation*}
$$

Comparison of the left- and right-hand sides of (A13) shows that the value of $j$ has been decreased by 1 and the value of $k$ has been increased by 1 . Evidently the operations which led to (A13) can be repeated at will until the only terms which are not manifestly nests are of the form $\left\{\mathscr{N}_{1}^{h}, \mathscr{V}_{j+k-1}^{i}\right\}$. But $\mathscr{N}_{1}^{h}$ must be one of the operators $O_{1} \cdots O_{M+1}$, and, consequently, $\left\{\mathscr{N}_{1}^{h}, \mathscr{N}_{j+k-1}^{i}\right\}$ is also a nest. We have seen that all the terms on the right-hand side of (A8) can be written in terms of nests. Therefore, $u$ itself can be written in terms of nests, and the induction process is complete.

At this point we suggest that the reader consider the case $N=4$ and explicitly work out a decomposition into nests for the multiple commutator $\left\{\left\{O_{1}, O_{2}\right\},\left\{O_{3}, O_{4}\right\}\right\}$.

We next show that only those nests ending with a particular operator $O_{l}$ are needed to form a basis. Without loss of generality we choose $O_{1}=O_{1}$. Again we proceed by induction. As shown in the previous discussion, the assertion is already known to be true for $N=2$ and $N=3$.

Suppose the assertion is assumed to be true for all $N \leqslant M$. Let $\mathscr{N}_{M+1}$ be a nest formed from the operators $O_{1} \cdots O_{M+1}$. Suppose the first entry in this nest is the operator $O_{i}$. That is, $\mathscr{N}_{M+1}$ can be written in the form

$$
\begin{equation*}
\mathscr{N}_{M+1}=\left\{O_{i}, \mathscr{N}_{M}\right\} \tag{A14}
\end{equation*}
$$

where, by construction, $\mathscr{N}_{M}$ is a nest composed of $M$ operators different from $O_{i}$ and each other. There are now only two possibilities. Either $O_{i} \neq O_{1}$ or $O_{i}=O_{1}$.

In the first possibility, $O_{i} \neq O_{1}, \mathscr{N}_{M}$ is a nest of $M$ elements including the operator $O_{1}$. Since the assertion in question is assumed to be true for $N \leqslant M$, it follows that $\mathscr{N}_{M}$ can be written as a linear combination of nests all having $O_{1}$ as their last entry. Then, according to (A14), $\mathscr{N}_{M+1}$ can also be written as a linear combination of nests all having $O_{1}$ as their last entry, and the induction process is complete.

Suppose, according to the second possibility, that $O_{i}$ $=O_{1}$. Let $O_{j}$ and $O_{k}$ be the last two entries of $\mathscr{N}_{M+1}$, respectively. That is, $\mathscr{A}_{M+1}$ is taken to have the form

$$
\begin{equation*}
\mathscr{Y}_{M+1}=\left\{O_{1},\left\{\ldots,\left\{O_{j}, O_{k}\right\}\right\} \cdots\right\} \tag{A15}
\end{equation*}
$$

Let $V$ denote the commutator of $O_{j}$ and $O_{k}$,

$$
\begin{equation*}
V=\left\{O_{j}, O_{k}\right\} \tag{A16}
\end{equation*}
$$

If $V$ is regarded as a single operator, then (A15) shows that $\mathcal{F}_{M+1}$ may be viewed as a nest consisting of the ( $M-1$ ) operators $O_{l}$, with $O_{l} \neq O_{j}$ and $O_{l} \neq O_{k}$, and the operator $V$. From this perspective, $\mathscr{N}_{M+1}$ is a nest of $M$ operators including the operator $O_{1}$. Therefore, according to the induction hypothesis, $\mathscr{N}_{M+1}$ may be written in the form

$$
\begin{equation*}
\mathscr{N}_{M+1}=\sum_{a} \alpha_{a} \mathscr{L}_{M}^{a} \tag{A17}
\end{equation*}
$$

where each $\mathscr{L}_{M}^{a}$ is a nest containing $V$ as a single operator and having $O_{1}$ as its last entry. That is, each $\mathscr{L}_{M}^{a}$ is of the form

$$
\begin{equation*}
\mathscr{L}_{M}^{a}=\left\{O_{m},\left\{\ldots,\left\{V,\left\{\ldots,\left\{O_{n}, O_{1}\right\}\right\} \cdots\right\}\right\}\right. \tag{A18}
\end{equation*}
$$

Evidently, each $\mathscr{L}_{M}^{a}$ can also be written in the form

$$
\begin{equation*}
\mathscr{L}_{M}^{a}=\left\{O_{m},\{\ldots,\{V, \mathscr{N}\}\} \cdots\right\} \tag{A19}
\end{equation*}
$$

where $\mathscr{N}$ is either a nest ending with $O_{1}$, or is the single operator $O_{1}$ itself.

We are ready again to use the Jacobi identity, this time on the quantity $\{V, \mathscr{N}\}$. We find the result

$$
\begin{align*}
\{V, \mathscr{N}\} & =\left\{\left\{O_{j}, O_{k}\right\}, \mathscr{N}\right\} \\
& =\left\{O_{j},\left\{O_{k}, \mathscr{N}\right\}\right\}-\left\{O_{k},\left\{O_{j}, \mathscr{N}\right\}\right\} \tag{A20}
\end{align*}
$$

Observe that both terms on the right-hand side of (A20) are nests having $O_{1}$ as the last entry. Upon inserting (A20) into (A19), we see that each $\mathscr{L}_{M}^{a}$ can also be expressed as a linear combination of nests composed of the operators $O_{1} \ldots O_{M+1}$ and all having $O_{1}$ as the last entry. It follows from (A17) that $\mathscr{N}_{M+1}$ also has this decomposition, and the induction process is again complete.

We have seen that any element of $C_{N}$ can be expanded in terms of nests and that it is sufficient to use only those nests ending with $O_{1}$. The last assertion to verify is the linear independence of the nests with the defining strings $(\ldots, k, j, i, 1)$ when the quantities $\ldots, k, j, i$ have as values all possible permutations of the indices $N, \ldots, 4,3,2$. The simplest proof follows from direct inspection.

Consider the nest with the defining string ( $\ldots, k, j, i, 1)$. When written out in full, this nest has the expansion

$$
\begin{align*}
& \left\{\ldots,\left\{O_{k},\left\{O_{j},\left\{O_{i}, O_{1}\right\}\right\} \cdots\right\}\right\} \\
& \quad=\text { other terms }+\cdots O_{k} O_{j} O_{i} O_{1} . \tag{A21}
\end{align*}
$$

The last term displayed on the right-hand side of (A21) will be called the trailing term. It has the property that it ends with $O_{1}$. Observe that there is only one term which ends with $O_{1}$, and therefore the trailing term is uniquely defined. That is, all other terms in the expansion (A21) have $O_{1}$ either at the beginning or buried somewhere in the middle.

Now suppose ( $\ldots, k^{\prime}, j^{\prime}, i^{\prime}, 1$ ) is some other defining string. Its corresponding nest has the expansion
$\left\{\cdots,\left\{O_{k^{\prime}},\left\{O_{j^{\prime}}\left\{O_{i^{\prime}}, O_{1}\right\}\right\} \cdots\right\}\right\}$

$$
\begin{equation*}
=\text { other terms }+\cdots O_{k^{\prime}} O_{j^{\prime}} O_{i^{\prime}} O_{1} . \tag{A22}
\end{equation*}
$$

Evidently, the trailing terms of (A21) and (A22) are distinct unless $i^{\prime}=i, j^{\prime}=j, k^{\prime}=k$, etc. It follows that the nests in question are linearly independent.

Even more can be said. Suppose $u$ is some combination of products of operators, and suppose $u$ is known to belong to $C_{N}$. Let us expand $u$ in the basis set of nests corresponding to the defining strings $(\ldots, k, j, i, 1)$. Then the expansion coefficient for a given nest is the same as the coefficient of the trailing term of that nest as it appears in $u$.
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#### Abstract

We introduce the concept of generalized canonical transformations as symplectomorphisms of the extended phase space. We prove that any such transformation factorizes in a standard canonical transformation times another one that changes only the time variable. The theory of generating functions as well as that of Hamilton-Jacobi is developed. Some further applications are developed.


PACS numbers: 03.20. $+\mathrm{i}, 02.40 .+\mathrm{m}$

## 1. INTRODUCTION

Over the recent years there has been a considerable amount of literature devoted to the study of the applications in physics of differential geometry tools and in particular in classical mechanics. In the case of time-independent systems there are two alternative descriptions: both the Lagrangian and the Hamiltonian formalism are particular cases of the theory of locally Hamiltonian dynamical systems, ${ }^{1}$ but in most cases the Hamiltonian formalism is easier to deal with because geometry-the symplectic structure-and dynam-ics-the Hamiltonian 1 -form $d H$-are independent ingredients; on the other side, the Lagrangian function contains information on the symplectic structure as well as on the dynamical vector field. It makes it more difficult, for instance, to study symmetries of the geometry which are not symmetries of the dynamics and conversely. ${ }^{2}$

The geometrical framework for describing time-dependent systems is not so well established. The usual Hamiltonian description makes use of a contact structure which is built up from the Hamiltonian ${ }^{1.3}$; dynamics and geometry are coupled again, and for this reason the geometrical meaning of a canonical transformation is not clear. On the other hand, some transformations changing only the time have succeeded to deal with certain dynamical systems. ${ }^{4-8}$ However, this kind of transformations has no relation to the canonical transformations defined in Refs. 1 and 3. The aim of this paper is to develop the concept of generalized canonical transformation for a time-dependent system in the framework of the extended phase space formalism. These generalized canonical transformations are but particular cases of symplectomorphisms of the extended phase space when it is endowed with the natural symplectic structure; this generalization covers the second kind of transformations considered above. Moreover, it will be shown that any generalized canonical transformation can be factorized as a product of a transformation of this kind times a standard canonical transformation.

The extended phase space formalism, which appears in a natural way in general relativity, reduces the problem of a time-dependent Hamiltonian to that of an autonomous dynamical system, and the dynamical evolution can be considered as a one-parameter group of symplectomorphisms. The transformation carrying the system to equilibrium will then be a symplectomorphism which allows development of the Hamilton-Jacobi theory.

The organization of the paper is as follows. In Sec. 2 a short description of the usual and the extended phase space formalisms, as well as a relation between them, is given. In particular, the reason for the $H$ dependence of the usual contact form is shown to correspond to the different ways of identifying the contact manifold as a submanifold of the extended phase space. The concept and main properties of generalized canonical transformations are introduced in Sec. 3, as well as the standard case. Section 4 is devoted to the study of the generating functions of canonical transformations and to establishing the generalized Hamilton-Jacobi equation. Some applications are discussed in Sec. 5.

## 2. TIME-DEPENDENT SYSTEMS

The standard geometric description of time-dependent systems is carried out by means of a $2 n+1$ differentiable manifold $T^{*} Q \times \mathbb{R}$ as well as a Hamiltonian function $H \in \Lambda^{0}\left(T^{*} Q \times \mathbb{R}\right)$, which enables us to define a contact structure on $T^{*} Q \times \mathbb{R}^{1,3}$ : the closed 2-form $\omega_{H}$ of rank $2 n$ is defined by $\omega_{H}=\tau^{*} \omega_{0}-d H \wedge d t$, where $\omega_{0}$ is the canonical 2form on $T^{*} Q, t$ is the natural coordinate function on $\mathbb{R}$, and $\tau$ denotes the projection $\tau: T^{*} Q \times \mathbb{R} \rightarrow T^{*} Q$. The time-dependent vector field $X_{H}$ giving the time evolution is then defined by

$$
\begin{equation*}
i\left(X_{H}\right) \omega_{H}=0 \quad \text { and } \quad i\left(X_{H}\right) d t=1 \tag{2.1}
\end{equation*}
$$

i.e., if $\left(q^{i}, p_{i}\right)$ are local canonical coordinates in $T^{*} Q$ the expression of $X_{H}$ in the corresponding coordinates in $T^{*} Q \times \mathbb{R}$ will be

$$
\begin{equation*}
X_{H}=\frac{\partial H}{\partial p_{i}} \frac{\partial}{\partial q^{i}}-\frac{\partial H}{\partial q^{i}} \frac{\partial}{\partial p_{i}}+\frac{\partial}{\partial t} . \tag{2.2}
\end{equation*}
$$

In this section we will develop an extended Hamiltonian formalism where the time does not play any distinguished role. The advantage of such a formalism rests on the existence of a canonical symplectic form which allows us to relate functions and Hamiltonian vector fields, to introduce Poisson brackets, and to clarify the meaning of the traditional concept of canonical transformations such as will be shown in next sections.

In this approach the configuration space $Q$ is replaced from the beginning by $Q \times \mathbb{R}$, the space of events, and therefore the cotangent bundle $T^{*} Q$ will change to the extended phase space, ${ }^{9.10}$ the cotangent bundle $T^{*}(Q \times \mathbb{R})$. In such manifold there is a canonical 2 -form $\Omega_{0}$ that in local canoni-
cal coordinates will be given by $\Omega_{0}=d p_{i} \wedge d q^{i}+d u \wedge d t$. We recall the natural diffeomorphisms $T^{*}(Q \times \mathbb{R}) \simeq T^{*} Q$ $\times T^{*} \mathbb{R} \simeq T^{*} Q \times \mathbb{R} \times \mathbb{R}^{*}$. The coordinate function $u$ is given by $u(\alpha)=\alpha(\partial / \partial t) \mid \forall \alpha \in T^{*}(Q \times \mathbb{R})$ and the projection of $T^{*}(Q \times \mathbb{R})$ on $T^{*} Q \times \mathbb{R}$ will bedenoted by $\mu$. Thedynamicsin this formalism can be defined by making use of an extended Hamiltonian $\Phi \in \Lambda^{0}\left(T^{*}(Q \times \mathbb{R})\right)$ as indicated in the following theorem.

Theorem 1: Let $H \in \Lambda^{0}\left(T^{*} Q \times \mathbb{R}\right)$ be a time-dependent Hamiltonian and define the extended Hamiltonian $\Phi \in \Lambda^{0}\left(T^{*}(Q \times \mathbb{R})\right)$ by $\Phi=H^{\circ} \mu+u$. The dynamical vector field $X_{\Phi}$ on $T^{*}(Q \times \mathbb{R})$ of the globally Hamiltonian dynamical system ( $\left.T^{*}(Q \times \mathbb{R}), \Omega_{0}, \Phi\right)$ is $\mu$-related to $X_{H}$.

Proof: The vector field $X_{\Phi}$ is expressed in local canonical coordinates as

$$
X_{\Phi}=-\hat{\Omega}_{0}^{-1}(d \Phi)=-\widehat{\Omega}_{0}^{-1}\left(d\left(H^{\circ} \mu\right)+d u\right),
$$ i.e.,

$$
\begin{aligned}
X_{\Phi}= & \frac{\partial\left(H^{\circ} \mu\right)}{\partial p_{i}} \frac{\partial}{\partial q^{i}}-\frac{\partial\left(H^{\circ} \mu\right)}{\partial q^{i}} \frac{\partial}{\partial p_{i}} \\
& +\frac{\partial}{\partial t}-\frac{\partial\left(H^{\circ} \mu\right)}{\partial t} \frac{\partial}{\partial u}
\end{aligned}
$$

and therefore

$$
\begin{aligned}
\mu_{*}\left(X_{\Phi}\right)= & \frac{\partial(H \circ \mu)}{\partial p_{i}} \frac{\partial}{\partial q^{i}}-\frac{\partial\left(H^{\circ} \mu\right)}{\partial q^{i}} \frac{\partial}{\partial p_{i}} \\
& +\frac{\partial}{\partial t}=X_{H} .
\end{aligned}
$$

Notice that the preceding result means that the integral curves of $X_{\Phi}$ project on integral curves of $X_{H}$, which are usually considered the trajectories of the time-dependent mechanical system defined by $H$. But in this formulation two new equations for the integral curves of $X_{\Phi}$ arise, namely, $\left(d t^{\circ} \mu\right) / d s=1$ and $d u / d s=-\partial\left(H^{\circ} \mu\right) / \partial t$; while the first one identifies the parameter $s$ as the time, the second suggests the identification of $-u$ with the "energy."

The constant value hypersurfaces for $\Phi$ are invariant under time evolution, and the restriction of $\Omega_{0}$ endows them with a contact structure in such way that they are isomorphic as contact manifolds to $\left(T^{*} Q \times \mathbb{R}, \omega_{H}\right)$ :

Theorem 2: Let $S_{r}$ be $S_{r}=\left\{m \in T^{*}(Q \times \mathbb{R}) \mid \Phi(m)=r\right\}$ and denote by $i_{r}$ the natural injection $i_{r}: S_{r} \rightarrow T^{*}(Q \times \mathbb{R})$.
The pair $\left(S_{r}, i_{r}^{*} \Omega_{0}\right)$ is a contact manifold and the restriction $\mu_{r}$ of $\mu$ to $S_{r}$ is an isomorphism between the contact manifolds $\left(S_{r}, i_{r}^{*} \Omega_{0}\right)$ and $\left(T^{*} Q \times \mathbb{R}, \omega_{H}\right)$.

Proof: $S_{r}$ is a regular hypersurface and therefore ( $S_{r}, i_{r}^{*} \Omega_{0}$ ) is a contact manifold (see, e.g., Proposition 5.1.7 in Ref. 1). Furthermore, if $m \in S_{r}$, then $\operatorname{ker} \mu_{*}(m)$ $=\left\{\lambda \partial /\left.\partial u\right|_{m} ; \lambda \in \mathbb{R}\right\}$. The tangent space $T_{m} S_{r}$ is the kernel of $d \Phi(m)$ and therefore $\operatorname{ker} \mu_{*}(m) \cap T_{m} S_{r}=\varnothing$. Consequently, the rank of the restriction of $\mu_{*}(m)$ to $T_{m} S_{r}$ is $2 n+1$, i.e., $\mu_{r *}(m)$ is an isomorphism and $\mu_{r}$ is a local diffeomorphism. On the other hand, $\mu_{r}$ is an injective map of $S_{r}$ onto $T^{*} Q \times \mathbb{R}$, and, consequently, $\mu_{r}$ is a diffeomorphism. Finally it is easy to check that $\mu_{r}^{*} \omega_{H}=i_{r}^{*} \Omega_{0}$. In fact, $\mu_{r}=\mu \circ i_{r}$, $H \circ \mu_{r}=r-u \circ i_{r}$, and therefore

$$
\begin{aligned}
\mu_{r}^{*} \omega_{H}= & \mu_{r}^{*}\left(\tau^{*} \omega_{0}-d H \wedge d t\right)=\left(\tau \circ u_{r}\right)^{*} \omega_{0} \\
& -d\left(H \circ \mu_{r} \wedge d\left(t \circ \mu_{r}\right)\right. \\
= & i_{r}^{*}\left[(\tau \circ \mu)^{*} \omega_{0}+d u \wedge d(t \circ \mu)\right]
\end{aligned}
$$

i.e.,

$$
\mu_{r}^{*} \omega_{H}=i_{r}^{*} \Omega_{0} .
$$

Noteworthy is the fact that the extended phase space is foliated by the family of hypersurfaces $S_{r}, r \in \mathbb{R}$. This foliation is regular and any two leaves $S_{r_{1}}$ and $S_{r_{2}}$ are diffeomorphic; the diffeomorphism is given by $\mu_{r_{3}}^{-1} \circ \mu_{r_{1}}$

## 3. THE CANONICAL TRANSFORMATIONS IN TIMEDEPENDENT SYSTEMS

In the case of a (time-independent) Hamiltonian dynamical system, canonical transformations are symplectomorphisms of the symplectic manifold; but in the standard formulation of time-dependent mechanical systems the geometric structure in $T^{*} Q \times \mathrm{R}$ is not a symplectic but a contact structure, and there is no way to give a similar geometric definition of the concept of canonical transformation. The extended formalism developed in Sec. 2 suggests to define such a concept as that of a fiber-preserving symplectomorphism in $\left(T^{*}(Q \times \mathbb{R}), \Omega_{0}\right)$. We will show later that this concept generalizes the one usually found in Refs. 1 and 3.

Definition 1: A canonical transformation of a time-dependent system $\left(T^{*} Q \times \mathbb{R}, \omega_{H}\right)$ is a pair $(\psi, \phi)$ of diffeomorphisms, $\psi \in \operatorname{Diff}\left(T^{*}(Q \times \mathbb{R})\right), \phi \in \operatorname{Diff}\left(T^{*} Q \times \mathbb{R}\right)$ such that:
(i) $\mu^{\circ} \psi=\phi^{\circ} \mu$;
(ii) $\psi$ is a symplectomorphism of $\left(T^{*}(Q \times \mathbb{R}), \Omega_{0}\right)$.

In an appropriate coordinate system the condition (i) means that $\psi(q, p, t, u)=(\phi(q, p, t), \bar{\phi}(q, p, t, u))$, where $\bar{\phi} \in \Lambda^{9}\left(T^{*}(Q \times \mathbb{R})\right)$.

It is to be remarked that this concept of canonical transformation does not depend on the Hamiltonian function $H$ such as was in the case of an autonomous system.

The set of these generalized canonical transformations, $\operatorname{Can}\left(T^{*} Q \times \mathbb{R}\right)$ is a group with respect to the natural composition law.

In order to analyze this concept of generalized canonical transformation in terms of the standard framework, we recall that if $(\boldsymbol{M}, \omega, \Phi)$ is a Hamiltonian dynamical system and $S_{r}(\Phi)$ is a constant value hypersurface for $\Phi$, then, for any $\psi \in \operatorname{Diff}(M), \psi\left(S_{r}(\Phi)\right)=S_{r}\left(\Phi \circ \psi^{-1}\right)=S_{r}\left(\psi^{-1 *} \Phi\right)$. Moreover, the diffeomorphism $\psi$ defines a new Hamiltonian dynamical system $\psi(M, \omega, \Phi)=\left(M, \psi^{-1 *} \omega, \psi^{-1 *} \Phi\right)$. The dynamical vector fields are related by $\psi_{*}\left(X_{\Phi}\right)=X_{\Phi \circ \psi}$ $=\left(X_{\psi^{-}{ }^{+} \Phi}\right)$. In a similar way, if $(M, \omega)$ is a contact structure, $\left(\boldsymbol{M}, \psi^{-1 *} \omega\right)$ is also a contact structure to be denoted $\psi(\boldsymbol{M}, \omega)$. Hereafter we will use $\psi_{*}$ as a shorthand for $\psi^{-1 *}$, and the former expressions become $\psi(M, \omega, \Phi)=\left(M, \psi_{*} \omega, \psi_{*} \Phi\right)$ and $\psi_{*} X_{\phi}=X_{\psi_{*}}$.

In the particular case we are considering, $S_{r}\left(\phi_{*} \Phi\right)$ is also a regular submanifold of $T^{*}(Q \times \mathbb{R})$. Moreover, since $(\psi, \phi)$ is a fiber-preserving map, the restriction of $\mu$ to $S_{r}\left(\psi_{*} \Phi\right)$ establishes a diffeomorphism between $S_{r}\left(\psi_{*} \Phi\right)$ and $T^{*} Q \times \mathrm{R}$. Thus, the new Hamiltonian function $\psi_{*} \Phi$ defines a regular projectable foliation of $T^{*}(Q \times \mathbb{R})$; its leaves
are in one-to-one correspondence with those of the foliation defined by $\Phi$.

Theorem 3: Let $(\psi, \phi)$ be a canonical transformation of the time-dependent mechanical system $\left(T^{*} Q \times \mathbb{R}, \omega_{H}\right)$. The contact manifold $\phi\left(T^{*} Q \times \mathbb{R}, \omega_{H}\right) \equiv\left(T^{*} Q \times \mathbb{R}, \phi_{*} \omega_{H}\right)$ is isomorphic to the contact manifold $\left(S_{r}\left(\psi_{*} \Phi\right), i_{r}^{*} \Omega_{0}\right)$, where $i_{r}^{\prime}$ is the natural inclusion of $S_{r}\left(\psi_{*} \Phi\right)$ in $T^{*}(Q \times \mathbb{R})$.

Proof: The diffeomorphism $\mu_{r}^{\prime}=\mu^{\circ} i_{r}^{\prime}$ is such that $\mu_{r}^{\prime} \phi_{*} \omega_{H}=\left(\mu^{\circ} \psi^{-1} \circ i_{r}^{\prime}\right)^{*} \omega_{H}=\left(i_{r}^{-1} \circ \psi^{-1} \circ i_{r}^{\prime}\right)^{*} \mu_{r}^{*} \omega_{H}$. From Theorem 2 it follows that $\mu_{r}^{*} \omega_{H}=i_{r}^{*} \Omega_{0}$, and, consequently,

$$
\mu_{r}^{\prime *} \phi_{*} \omega_{H}=\left(\psi^{-1} \circ i_{r}^{\prime}\right) * \Omega_{0}=i_{r}^{\prime *} \Omega_{0}
$$

Theorem 4: If $(\psi, \phi)$ is a canonical transformation of the time-dependent mechanical system $\left(T^{*} Q \times \mathbb{R}, \omega_{H}\right)$, then

$$
\begin{equation*}
\psi_{*} \omega_{H}=\omega_{\hat{K}} \tag{3.1}
\end{equation*}
$$

where $\hat{K}=K \circ i_{r}^{\prime} \circ \mu_{r}^{\prime-1}$ and

$$
\begin{equation*}
K=\psi_{*}\left(H^{\circ} \mu\right)+\psi_{*} u-u \tag{3.2}
\end{equation*}
$$

is a function $K \in \Lambda^{0}\left(T^{*}(Q \times \mathbb{R})\right)$.
Proof: Let $K$ be defined by $K=\psi_{*} \Phi-u$. Then, the identity $K \circ i_{r}^{\prime}+u \circ i_{r}^{\prime}=r$ permits us to write

$$
\begin{aligned}
i_{r}^{\prime *} \Omega_{0} & =i_{r}^{\prime *} \mu^{*} \tau^{*} \omega_{0}+i_{r}^{\prime *}[d u \wedge d(t \circ \mu)] \\
& =i_{r}^{\prime *}\left[\mu^{*} \tau^{*} \omega_{0}-d K \wedge d(t \circ \mu)\right]
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
\mu_{r}^{\prime *} \omega_{\hat{K}} & =\mu_{r}^{\prime *}\left[\tau^{*} \omega_{0}-d\left(K^{\circ} i_{r}^{\prime} \circ \mu_{r}^{\prime-1}\right) \wedge d t\right] \\
& =i_{r}^{\prime *}\left[\mu^{*} \tau^{*} \omega_{0}-d K \wedge d\left(t^{\circ} \mu\right)\right]
\end{aligned}
$$

and the relation $i_{r}^{\prime *} \Omega_{0}=\mu_{r}^{\prime *} \omega_{K}$ follows.
It is noteworthy that the new Hamiltonian $K$ is not defined on $T^{*} Q \times \mathbb{R}$ but on $T^{*}(Q \times \mathbb{R})$, i.e., $K$ does generally depend on the variable $u$ because of the difference $\psi_{*} u-u \equiv W_{\psi^{\prime}}$ may depend on it. Consequently, the function $\widehat{K}$ depends on the choice of the constant value $r$.

On the other hand, the existence of the function $K$ is assured for any $H$ as a consequence of the canonical character of the transformation.

Theorem 5: Let $(\psi, \phi)$ be a canonical transformation of a mechanical system ( $T^{*} Q \times \mathbb{R}, \omega_{H}$ ). The closed 2-form $\widetilde{\omega}_{0}=\tau^{*} \omega_{0}$ transforms as follows:

$$
\phi_{*} \widetilde{\omega}_{0}=\widetilde{\omega}_{0}-d \alpha
$$

with

$$
\begin{equation*}
\alpha=\hat{W}_{\psi^{-1}} d t-\left(\phi_{*} H\right) d\left(\phi_{*} t-t\right) . \tag{3.3}
\end{equation*}
$$

Here $\widehat{W}_{\psi^{-1}}$ denotes the restriction of $W_{\psi^{-}}$to $T^{*} Q \times \mathbb{R}$ by means of $S_{r}\left(\psi_{*} \Phi\right)$, i.e., $\widehat{W}_{\psi^{-}}=W_{\psi^{-}} \circ \mu_{r}^{\prime-1}$.

Proof: The 2 -form $\psi_{*} \omega_{H}$ is given by $\phi_{*} \widetilde{\omega}_{0}-d\left(\phi_{*} H\right)$ $\wedge d\left(\phi_{*} t\right)$. On the other hand, $\widehat{K}=\phi_{*} H+\widehat{W}_{\psi^{-1}}$; hence $\omega_{\hat{K}}=\widetilde{\omega}_{0}-d\left(\phi_{*} H\right) \wedge d t-d \widetilde{W}_{\psi^{-}} \wedge d t$, and the result of the theorem follows.

Only time-preserving canonical transformations are usually considered, and in this particular case the theory we are proposing reduces to the standard one.

Definition 2: A standard canonical tranformation of $\left(T^{*} Q \times \mathbb{R}, \omega_{H}\right)$ is a canonical transformation $(\psi, \phi)$ such that $\phi_{*} t=t$.

As a consequence of Theorem 5, a standard canonical
transformation changes $\widetilde{\omega}_{0}$ to $\widetilde{\omega}_{0}-d \widehat{W}_{\psi-}, \wedge d t$. Moreover, the next theorem shows that the new Hamiltonian $K$ does not depend on $u$.

Theorem 6: If $(\psi, \phi)$ is a standard canonical transformation of $\left(T^{*} Q \times \mathbb{R}, \omega_{H}\right)$, the new Hamiltonian $K$ factorizes as $K=\hat{K} \circ \mu$, where $\hat{K}$ is a function of $\Lambda^{0}\left(T^{*} Q \times \mathbb{R}\right)$.

Proof: Let $\widetilde{\omega}_{0}$ be the pullback of $\widetilde{\omega}_{0}$ by $\mu$, i.e., $\omega_{0}=\mu^{*} \widetilde{\widetilde{\omega}}_{0}$. Then $\psi_{*} \widetilde{\widetilde{\omega}}_{0}=\mu^{*} \phi_{*} \widetilde{\omega}_{0}$ and therefore $\psi_{*} \widetilde{\widetilde{\omega}}_{0}=\widetilde{\widetilde{\omega}}_{0}-d\left(\boldsymbol{W}_{\psi}, \circ \mu\right) \wedge d(t \circ \mu)$. Neither $\psi_{*} \widetilde{\widetilde{\omega}}_{0}$ nor $\tilde{\omega}_{0}$ depend on the variable $u$ and the corresponding $u$ independence of the function $\widehat{W}_{\psi^{-}}$implies that $\widehat{W}_{\psi^{-}}$does not depend on the choice of the constant value $r$. Finally $K$ can then be expressed as $K=\hat{K} \circ \mu$ with $\hat{K}=\left(\phi_{*} H+\widehat{W}_{\psi^{-1}}\right)$.

As a corollary of this theorem we find that a standard canonical transformation can also be considered as a diffeomorphism $\phi$ of $T^{*} Q \times \mathbb{R}$ such that

$$
\begin{align*}
& \phi_{*} \omega_{H}=\omega_{\hat{K}}^{\hat{K}} \quad \text { with } \quad \hat{K}=\phi_{*} H+\widehat{W}_{\psi^{-1}},  \tag{3.4}\\
& \widehat{W}_{\psi^{-1} \in \Lambda}{ }^{0}\left(T^{*} Q \times \mathbb{R}\right), \\
& \phi_{*} t=t, \tag{3.5}
\end{align*}
$$

which is the usual definition of canonical transformation. ${ }^{1,3}$ In fact, the comparison of the theory in the extended phase space formalism we are developing to the standard one proceeds via the group homomorphism $\Delta: \operatorname{Can}\left(T^{*} Q \times \mathbb{R}\right)$ $\rightarrow \operatorname{Diff}\left(T^{*} Q \times \mathbb{R}\right)$, given by $\Delta(\psi, \phi)=\phi$. Two canonical transformations $\left(\psi_{1}, \phi\right)$ and $\left(\psi_{2}, \phi\right)$ are physically equivalent, and they are related by $\psi_{2}^{*} u=\psi_{1}^{*} u+f^{\circ} \phi^{*}(t) \circ \mu$ with $f \in \Lambda^{0}(\mathrm{R})$. We remark that $(\psi, \mathrm{id})$ is a symplectomorphism if and only if $\psi^{*} u=u+f \circ t \circ u$.

The main question is to elucidate whether a given diffeomorphism $\phi$ of $T^{*} Q \times \mathbb{R}$ can be lifted to a canonical transformation.

Theorem 7: Let $(\psi, \phi)$ be a canonical transformation. Then,
(i) There exists $\widehat{W}_{\phi^{-1}} \in \Lambda^{\circ}\left(T^{*} Q \times \mathbb{R}\right)$ such that

$$
\begin{equation*}
\phi_{*} \widetilde{\omega}_{0}=\widetilde{\omega}_{0}-d \widehat{W}_{\phi}, \wedge d t+d\left(\phi_{*} H\right) \wedge d\left(\phi_{*} t-t\right) \tag{3.6}
\end{equation*}
$$

(ii) $\phi_{*} t=f \circ t \quad$ with $\quad f \in A_{0}(\mathbb{R})$

Proof: The first claim follows from Theorem 5 with $\widehat{W}_{\phi} \quad=\widehat{W}_{\psi}$. . Furthermore, we can compute $\psi_{*} \Omega_{0}$, and we obtain $\psi_{*} \Omega_{0}=\Omega_{0}+\Gamma$ with $\Gamma$ defined by $\Gamma=d\left(\phi_{*} H\right){ }^{\circ} \mu$ $\wedge d\left(\phi_{*} t-t\right){ }^{\circ} \mu+d\left(\psi_{*} u\right) \wedge d\left(\phi_{*} t-t\right){ }^{\circ} \mu$. The map $\psi$ being symplectic, the 2 -form $\Gamma$ vanishes, and this implies the relation $d\left(\psi_{*} u\right) \wedge d\left(\psi_{*} t\right) \circ \mu=d u \wedge d(t \circ \mu)$
$+d \hat{W}_{\phi-1} \circ \mu \wedge d(t \circ \mu)-d\left(\phi_{*} H\right) \circ \mu \wedge d\left(\phi_{*} t-t\right) \circ \mu$. As a consequence, the following equations hold:

$$
\begin{aligned}
& \frac{\partial \psi_{*} u}{\partial u} \cdot \frac{\partial \phi_{*} t}{\partial t}=1, \quad \frac{\partial \psi_{*} u}{\partial u} \cdot \frac{\partial \phi_{*} t}{\partial q}=0 \\
& \frac{\partial \psi_{*} u}{\partial u} \cdot \frac{\partial \phi_{*} t}{\partial p}=0
\end{aligned}
$$

and therefore the second statement follows.
Theorem 8: A diffeomorphism $\phi$ of $T^{*} Q \times \mathbb{R}$ such that it satisfies both conditions (3.6) and (3.7) can be lifted to a canonical transformation $(\psi, \phi)$. An explicit solution is given by

$$
\begin{align*}
\psi_{*} u= & \left(\frac{d f}{d t}\right)^{-1}\left[u+\widehat{W}_{\phi^{-}} \circ \mu\right. \\
& \left.+\left(\phi_{*} H\right)^{\circ} \mu\right]-\left(\phi_{*} H\right)^{\circ} \mu \tag{3.8}
\end{align*}
$$

Proof: It suffices to show that $\psi$ defined by (3.8) is a symplectomorphism. If we use the condition (ii), we will obtain

$$
\begin{aligned}
\left(\psi_{*} u\right) d\left(\phi_{*} t\right)^{\circ} \mu= & {\left[u+\hat{W}_{\phi^{-}} \circ \rho \mu+\left(\phi_{*} H\right)^{\circ} \mu\right] d(t \circ \mu) } \\
& -\left(\phi_{*} H\right)^{\circ} \mu d\left(\phi_{*} t\right)^{\circ} \mu,
\end{aligned}
$$

and, if we substitute $d\left(\psi_{*} u\right) \wedge d\left(\phi_{*} t\right) \circ \mu$ in the expression for $\psi_{*} \Omega_{0}$, we will find $\psi_{*} \Omega_{0}=\Omega_{0}$.

The particular case of a nonstandard canonical transformation where $\phi$ is such that it only changes the time variable has been used by some authors, ${ }^{4-8}$ but the fact that it can be considered as a symplectomorphism has not yet been claimed, as far as we know. Theorem 8 shows this possibility because such a diffeomorphism in $T^{*} Q \times \mathbb{R}$ can be lifted to a canonical transformation. Moreover, the set of all diffeomorphisms $\phi$ of $T^{*} Q \times \mathbb{R}$ that can be lifted to a canonical transformation, i.e., $\Delta\left(\mathrm{Can} T^{*} Q \times \mathbb{R}\right)$, is a semidirect product group of the subgroup of diffeomorphisms that only change the time to a time function by the normal subgroup of diffeomorphisms corresponding to standard canonical transformations. This means that any diffeomorphisms $\phi$ that can be lifted factorizes in a unique way as a product of two factors, one in each subgroup.

## 4. GENERATING FUNCTIONS OF CANONICAL TRANSFORMATIONS

We are now able to apply the theory of generating functions of symplectomorphisms to study canonical transformations of time-dependent systems. Before going deeper in such application we start by recalling some basic concepts in the theory of generating functions.

Given a symplectic manifold, namely $(P, \Omega)$ a submanifold $L \subset P$ is Lagrangian if $\operatorname{dim} L=n=\frac{1}{2} \cdot \operatorname{dim} P$ and $i^{*} \Omega=0$, where $i$ is the canonical injection of $L$ in $P$. There is then a function $G_{L}$ locally defined such that $i^{*} \theta=d G_{L}$, where $\theta$ is such that $\Omega=d \theta$; such a function $G_{L}$ is said to be the Weinstein generating function for $L .^{1,11} \mathrm{~A}$ rather interesting case is that of a symplectic manifold ( $T^{*} Q_{1}$ $\times T^{*} Q_{2}, \Omega_{1} \ominus \Omega_{2}$ ) arising from the pair of symplectic manifolds ( $T^{*} Q_{1}, \Omega_{1}$ ) and ( $T^{*} Q_{2}, \Omega_{2}$ ). The 2-form $\Omega_{1} \Theta \Omega_{2}$ is defined by $\Omega_{1} \ominus \Omega_{2}=\pi_{1}^{*} \Omega_{1}-\pi_{2}^{*} \Omega_{2}$ with $\pi_{i}$ the projection of $T^{*} Q_{1} \times T^{*} Q_{2}$ on $T^{*} Q_{i}(i=1,2)$. A diffeomorphism $\psi$ : $T^{*} Q_{1} \rightarrow T^{*} Q_{2}$ is a symplectomorphism if and only if the graph of $\psi$ is a Lagrangian submanifold. On the other hand, the restriction of $\pi_{1}$ to the graph of any function $f$ : $T^{*} Q_{1} \rightarrow T^{*} Q_{2}$ is a global diffeomorphism. The Weinstein generating function $G_{\psi}$ of the symplectomorphism $\psi$ : $T^{*} Q_{1} \rightarrow T^{*} Q_{2}$ can be related to the corresponding Poincaré generating function as follows:

Proposition 1: Let $\psi$ be a symplectomorphism $\psi$ : $T^{*} Q_{1} \rightarrow T^{*} Q_{2}$. The locally defined Weinstein and Poincaré generating functions are related (up to an additive constant) by

$$
\begin{equation*}
G_{\psi} \circ \pi_{1}^{-1}=-S_{\psi} . \tag{4.1}
\end{equation*}
$$

Proof: Let $\theta_{i}$ be the canonical 1-form on $T^{*} Q_{i}(i=1,2)$. The function $S_{\psi}$ is locally defined by $\psi^{*} \theta_{2}=\theta_{1}+d S_{\psi}$ while $G_{\psi}$ is locally defined by $i^{*}\left(\theta_{1} \ominus \theta_{2}\right)=d G_{\psi}$. Then, $d\left(G_{\psi} \circ \pi_{1}^{-1}\right)$ $=\left(i \circ \pi_{1}^{-1}\right)^{*}\left(\theta_{1} \ominus \theta_{2}\right)$, and, therefore, if we recall the definition of $\theta_{1} \ominus \theta_{2}$, it is easy to check that $d\left(G_{\psi}{ }^{\circ} \pi_{1}^{-1}\right)=-d S_{\psi}$, because of the relation $d\left(G_{\psi} \circ \pi_{1}^{-1}\right)=\left(\pi_{1} \circ i^{\circ} \pi_{1}^{-1}\right)^{*} \theta_{1}$ $-\left(\pi_{2} \circ i \circ \pi_{1}^{-1}\right)^{*} \theta_{2}=\theta_{1}-\psi^{*} \theta_{2}$.

Hereafter only Poincaré generating functions will be considered. It is worthy of remark the identity $d\left(S_{\psi}+\psi^{*} S_{\psi}^{-1}\right)=0$, which is easily obtained by application of $\psi^{*}$ on the relation defining $d S_{\psi}$. In general,

$$
\begin{equation*}
S_{\psi_{1}, \psi_{\psi_{2}}}=S_{\psi_{2}}+\psi_{2}^{*} S_{\psi_{1}} \tag{4.2}
\end{equation*}
$$

Definition 3: A generating function of a canonical transformation $(\psi, \phi)$ of the time-dependent system ( $T^{*} Q \times \mathbb{R}, \omega_{H}$ ) is a generating function of the symplectomorphism $\psi$ of $\left(T^{*}(Q \times \mathbb{R}), \Omega_{0}\right)$, i.e., it is defined by $\psi_{*} \theta_{0}=\theta_{0}+d S_{\psi}$. It is only locally defined.

In the particular case of a standard canonical transformation we will see that the generating function above defined reduces to the usual concept. In fact, if $\tilde{\theta}_{0}, \theta_{H}, \theta_{\hat{W}_{\phi}}$, and $\theta_{\hat{K}}$ are the 1 -forms of $T^{*} Q \times \mathbb{R}$ defined by $\tilde{\theta}_{0}=\tau^{*} \theta_{0}$, $\theta_{H}=\tilde{\theta}_{0}-H d t, \theta_{\hat{K}}=\tilde{\theta}_{0}-\widehat{K} d t$, and $\hat{\theta}_{\hat{W}_{\phi}},=\tilde{\theta}_{0}-\widehat{W}_{\phi}{ }^{-1} d t$; then, if $(\psi, \phi)$ is a canonical transformation, $\phi_{*} \theta_{H}-\theta_{\hat{K}}$ is a closed 1 -form and there is a (locally defined) function $\widehat{S}_{\phi^{-1}}$, such that $\phi_{*} \theta_{H}-\theta_{\hat{K}}=d \widehat{S}_{\phi}$

Lemma 1: With the above notations, the 1 -form $\tilde{\theta}_{0}$ transforms as follows:

$$
\begin{equation*}
\phi_{*} \tilde{\theta}_{0}=\theta_{\hat{w}_{\phi}}+d \hat{S}_{\phi^{-1}}+\left(\phi_{*} H\right) d\left(\phi_{*} t-t\right) \tag{4.3}
\end{equation*}
$$

Proof: The relation $\phi_{*} \tilde{\theta}_{0}=\phi_{*} \theta_{H}+\left(\phi_{*} H\right) d\left(\phi_{*} t\right)$, is written in terms of the function $S_{\phi^{-}}$as follows: $\phi_{*} \tilde{\theta}_{0}=\theta_{\widehat{K}}$ $+d \widehat{S}_{\phi-1}+\left(\phi_{*} H\right) d\left(\phi_{*} t\right)$. We can replace $\widehat{K}$ by $\phi_{*} H+\widehat{W}_{\phi-1}$, and we will find the relation we were looking for.

As a corollary of this proposition, in the particular case of a standard canonical tranformation, $\phi_{*} \tilde{\theta}_{0}=\theta_{\hat{W}_{\phi^{-1}}}$ $+d \widehat{S}_{\phi-1}$, which is the usual expression for the generating function. ${ }^{1}$

We are now interested in looking for a relation between the generating functions $S_{\psi}$, and $\widehat{S}_{\phi}$. This is given by the next theorem, where it will be also shown that $\widehat{S}_{\phi^{\prime}}$, is a good generating function.

Theorem 9: If $(\psi, \phi)$ is a canonical transformation of ( $T^{*} Q \times \mathbb{R}, \omega_{H}$ ), the (locally defined) generating function $S_{\psi}$, is related to $S_{\phi}$, by

$$
\begin{equation*}
d S_{\psi^{-1}}=d \hat{S}_{\phi}{ }^{-1} \circ \mu+d\left(h^{\circ} t^{\circ} \mu\right) \tag{4.4}
\end{equation*}
$$

where $h \in \Lambda^{\circ}(\mathbb{R})$.
Proof: We recall the definition of $S_{\psi^{-1}}, \psi_{*} \Theta_{0}$ $=\theta_{0}+d S_{\psi^{-}}$as well as the identity $\theta_{0}=\mu^{*} \theta_{0}+u d(t \circ \mu)$. Therefore, $\psi_{*} \theta_{0}=\left(\mu^{\circ} \psi^{-1}\right)^{*} \tilde{\theta}_{0}+\left(\psi_{*} u\right) d\left(t \circ \mu^{\circ} \psi^{-1}\right)$ $=\mu^{*} \phi_{*} \tilde{\theta}_{0}+\left(\psi_{*} u\right) d\left(\phi_{*} t\right) \rho \mu$.

On the other side, if we make use of Theorem 8 and define a symplectomorphism $\bar{\psi}$ in $\left(T^{*} Q \times \mathbf{R}\right)$ by $\bar{\psi}_{*} u$ $=(d f / d t)^{-1}\left[u+\widehat{W}_{\phi^{-}} \circ \mu+\left(\phi_{*} H\right)^{\circ} \mu\right]-\left(\phi_{*} H\right)^{\circ} \mu$, both diffeomorphisms $\psi$ and $\bar{\psi}$ are related by $\psi_{*} u=\bar{\psi}_{*} u$ $+g^{\circ} \phi_{*}(t) \circ \mu=\psi_{*} u+g^{\circ} f^{\circ} t \circ \mu$, where $g$ is a real differentiable function. A comparison with $\psi_{*} \theta_{0}$
$=\mu^{*} \tilde{\theta}_{0}+u d\left(t^{\circ} \mu\right)+d \widehat{S}_{\psi^{-1}}$ leads to the relation $d S_{\psi^{-1}}$
$=d \hat{S}_{\phi^{-}} \circ \mu+g^{\circ} \circ \circ(t \circ \mu) d(f \circ t \circ \mu)$ with $\phi_{*} t=f \circ t$. Finally if $h$ is a primitive for $g \circ f$, we will find $d S_{\psi^{-1}}=d \widehat{S}_{\phi^{-1}} \circ \mu$ $+d(h \circ t \circ \mu)$.

The structure of semidirect product of the set of diffeomorphisms of $T^{*} Q \times \mathbb{R}$ that can be lifted to a canonical transformation as identified with the corresponding equivalence classes suggests study of the generating functions associated with elements of each factor.

Lemma 2: Let $(\psi, \phi)$ be a canonical transformation such that changes only the time $t$ to $\phi_{*} t=f \circ t$. Then $\widehat{W}_{\phi^{-}}$is given by

$$
\begin{equation*}
\hat{W}_{\phi^{-1}}=\left(\phi_{*} H\right)\left(\frac{d f}{d t}-1\right)+\frac{d \hat{S}_{\phi^{-1}}}{\partial t} . \tag{4.5}
\end{equation*}
$$

Proof: The invariance of $\tilde{\theta}_{0}$ under $\phi_{*}$ implies that $-\hat{W}_{\phi^{-1}} d t+\left(\phi_{*} H\right) \mathrm{d}\left(\phi_{*} t-t\right)+d \hat{S}_{\phi^{-1}}=0$, and, therefore, $\mathscr{W}_{\phi-1}$ will be given by the expression (4.5). The transformation law of $\tilde{\theta}_{0}$ given by Lemma 1 shows that $d \widehat{S}_{\phi^{-1}}$ $=d \widehat{S}_{\phi-1} / \partial t d t$.

Proposition 2: Let $(\psi, \phi)$ be a canonical transformation that factorizes as a product $\psi=f^{\circ} \bar{\phi}$. The generating function is $S_{\psi^{-1}}=S_{f^{-1}}+f_{*} S_{\bar{\phi}-1}$, i.e., $\widehat{S}_{\psi^{-1}}=f_{*} \widehat{S}_{\bar{\phi}^{-1}}+\hat{h}$ (up to a constant), where $\bar{\phi}$ is the corresponding standard canonical transformation in the factorization.

Proof: Since $\psi=f^{\circ} \bar{\phi}$, we obtain $S_{\psi^{-}}=S_{\bar{\phi}-^{-} \circ f}$, $=S_{f},+f_{*} S_{\bar{\phi}-1}$ (up to an additive constant). The relations $=S_{f} '+f_{*} S_{\bar{\phi}-1}$ (up to an additive constant). The relations
$S_{\bar{\phi}^{-1}}=\hat{S}_{\bar{\phi}-{ }^{\prime}} \rho$ and $S_{\psi^{\prime}}=\widehat{S}_{\psi^{-}} \circ \mu+h^{\circ} t^{\circ} \mu$ lead to the second expression when $h$ is a real function defined by $\hat{h}=\widehat{S}_{f^{-1}}-h^{\circ} t$.

A particularly important application of canonical transformations is that of the Hamilton-Jacobi equation for the determination of Hamilton's principal function. ${ }^{1,3,10-12}$ We look for a generating function of the canonical transformation $\psi^{-1}$ carrying $H$ to equilibrium. It is given by $G_{\psi^{-1}}$ $=-S_{\psi^{-}}{ }^{\circ} \pi_{1}$, where $\pi_{1}$ is the projection $\pi_{1}: T^{*}(Q \times \mathbb{R})$ $\times T^{*}(Q \times \mathbb{R}) \rightarrow T^{*}(Q \times \mathbb{R})$ on the first factor. Let $\pi$ denote the natural projection $\pi: T^{*}(Q \times \mathbb{R}) \times T^{*}(Q \times \mathbb{R}) \rightarrow(Q \times \mathbb{R})$ $\times(Q \times \mathbb{R})$. Let assume that $G_{\psi^{-}}$may be written in terms of the local coordinates $\left(q, t ; q^{\prime}, t^{\prime}\right)$ by means of the identification of the graph of $\psi^{-1}$ to $(Q \times \mathbb{R}) \times(Q \times \mathbb{R})$, i.e., $\operatorname{det} \partial^{2} G / \partial q^{i} \partial p_{j}^{\prime} \neq 0$. Hereafter by $S_{\psi^{-}}$we will understand $S_{\psi^{-}} \circ \pi_{1} \circ \pi^{-1}$.

The symplectic structure given on $T^{*}(Q \times \mathbb{R})$ reduces the time-dependent case to the simpler one of time-independent Hamilton-Jacobi equation and therefore the symplectomorphism $\psi^{-1}$ transforming the system to equilibrium will be given by a generating function $S_{\psi^{-}}$satisfying the Hamilton-Jacobi equation $\Phi \circ d_{1} S_{\psi^{-1}}=r$, i.e., in local coordinates $\Phi\left(q, \partial S_{\psi^{-1}} / \partial q, t, \partial S_{\psi^{-1}} / \partial t\right)=r$. The subindex 1 in $d_{1}$ indicates that the differential is only with respect to the first coordinates. If we recall $\Phi=H+u$, the Hamilton-Jacobi equation reads

$$
\begin{equation*}
H\left(q, \frac{\partial S_{\psi^{-1}}}{\partial q}, t\right)=r-\frac{\partial S_{\psi^{-}}}{\partial t} \tag{4.6}
\end{equation*}
$$

The form of the generating function $S_{\psi^{-1}}$ established in the last proposition give us a more explicit form of the H-J equation. That is, the generating function $S_{\psi^{-}}$is
$S_{\psi^{-1}}=f_{*} S_{\bar{\phi}^{-1}}+S_{f^{-1}}$, where $f$ is denoting here the part of the transformation $\psi^{-1}$ that changes the time only. Hence

$$
\begin{aligned}
r & =\Phi\left(d_{1} S_{\psi^{-1}}\right)=H\left(d_{1} S_{\psi^{-1}}\right)+u\left(d_{1} S_{\psi^{-1}}\right) \\
& =H\left(d_{1} S_{\psi^{-1}}\right)+\left(\frac{d f}{d t}\right)^{-1} \frac{\partial S_{\bar{\phi}-1}}{\partial t}
\end{aligned}
$$

and therefore

$$
\begin{equation*}
r=H\left(d_{1} \hat{S}_{\bar{\phi}-1} \circ \mu\right)+\left(\frac{d f}{d t}\right)^{-1} \frac{d \hat{S}_{\bar{\phi}-1} \circ \mu}{\partial t} \tag{4.7}
\end{equation*}
$$

and $S_{\bar{\phi}^{-1}}=\widehat{S}_{\phi^{-}}+$const, because $\bar{\phi}$ is a standard canonical transformation. In the easier case of $\psi$ being a standard canonical transformation, the Hamilton-Jacobi equation reduces to the usual form

$$
H\left(d_{1} \hat{S}_{\phi^{-}} \circ \mu\right)=r-\frac{\partial\left(\hat{S}_{\phi}, \circ \mu\right)}{\partial t}
$$

## 5. SOME APPLICATIONS AND COMMENTS

We will show now that the generalized concept of timedependent canonical transformation we have developed in preceding sections is the appropriate one to study some transformations which have been used in the literature, but which have not been identified as canonical transformations; in particular, the Kustaanheimo and Stiefel transformation ${ }^{4,5}$ regularizing the problem of the Kepler motion and that used by Leach ${ }^{6-8}$ when studying a time-dependent harmonic oscillator are nonstandard canonical transformations which can be factorized as indicated in Sec. 4. Both of them are particular examples of a broader class of problems where a canonical transformation arises in which the time changes as

$$
\begin{equation*}
s=\int_{0}^{t} \rho^{-2}\left(t^{\prime}\right) d t^{\prime} \tag{5.1}
\end{equation*}
$$

with $\rho$ a solution of some differential equation. Leach ${ }^{6-8}$ developed a method of finding a standard canonical transformation leading the old Hamiltonian $H=p^{2} / 2+\frac{1}{2} \omega^{2}(t) q^{2}$ to a new Hamiltonian $H^{\prime}=\left(P^{2}+Q^{2}\right) / \rho^{2}$, where $\rho$ is a time function solution of $\ddot{\rho}+\omega^{2} \rho=\rho^{-3}$. After this first step has been carried out, a second nonstandard canonical transformation in which only the time changes, given by (5.1), is to be done.

In a similar way in the two-dimensional Kepler problem a standard canonical transformation given by $x=q_{1}^{2}-q_{2}^{2}$ and $y=2 q_{1} q_{2}$ (it is remarkable that it will be no one-to-one if no restriction on the domain is imposed, see, e.g., Ref. 13) transforms the old Hamiltonian $H=\left(p_{1}^{2}\right.$ $\left.+p_{2}^{2}\right) / 2 m-k / r$ to the new one $H^{\prime}=\left(P_{1}^{2}+P_{2}^{2}\right) / 8 m \rho^{2}$ $-k / \rho^{2}=\left(1 / \rho^{2}\right)\left[\left(P_{1}^{2}+P_{2}^{2}\right) / 8 m-k\right]$. A nonstandard canonical transformation given by (5.1) is also to be done but the function $\rho^{2}$ is now defined by the norm of the position vector running an actual trajectory.

The fundamental point is that this transformation when considered as a canonical one tells us how to find a new Hamiltonian while so far the new Hamiltonian was an ansatz.

We develop more explicitly the prescription of our theory for finding the new Hamiltonian: The generating func-
tion $\widehat{S}_{\phi-1}$ is constant while $\hat{W}_{\phi^{-1}}$ is given by (4.5) and hence the new Hamiltonian $\widehat{K}$ is $\widehat{K}=\left(\phi_{*} H\right)+\widehat{W}_{\phi^{-1}}$ $=(d f / d t)\left(\phi_{*} H\right)+\partial \hat{S}_{\phi}, / \partial t$. Furthermore, $\psi_{*} u$ $=(d f / d t)^{-1}\left[u+\widehat{W}_{\phi}{ }^{-1}+\phi_{*} H\right]-\phi_{*} H$ (see Theorem 8), and, consequently, one also finds $\psi_{*} \Phi$
$=\hat{K}^{\circ} \mu+u=(d f / d t)\left(\phi_{*} H\right)+u$. The choice $d f / d t=\rho^{2}$ for $f$ reduces both cases, the harmonic oscillator and the Kepler problem, to $\widehat{K}=P^{2}+Q^{2}$ and $\hat{K}=\left(P_{1}^{2}+P_{2}^{2}\right) / 8 m$ $-k+\rho^{2}\left(\partial \widehat{S}_{\phi}, / \partial t\right)$, respectively.

Finally, some remarks are in order to show that our formalism could be useful for the study of some constrained autonomous dynamical systems. For instance, the system given by a test particle in a gravitational field is usually formulated in an extended formalism, but, because of the Hamiltonian constraint, it is reduced to an effective time-dependent system. The relation between both systems is similar to that considered in this paper. A more interesting case is general relativity itself, because the canonical formulation leads to a time-independent Hamiltonian system with the constraint $H=0,{ }^{14,15}$ which is just the condition relating an autonomous and the corresponding nonautonomous system in our framework. This problem will be considered elsewhere.
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#### Abstract

The theory of stochastic electrodynamics is applied to the free particle and to the particle moving in a homogeneous field, leading to a complete temperature- and time-dependent description in phase space. After a transient time, the marginal description in configuration space coincides entirely with quantum mechanics, while the phase-space description is only mathematically related to the Wigner distribution. The Schrödinger equation appears as a natural-though incomplete-means of describing the statistical behavior of the electron under these conditions.


PACS numbers: $03.65 . \mathrm{Bz}, 05.40 .+\mathrm{j}$

## I. INTRODUCTION

In the last two decades or so the theory of stochastic electrodynamics (SED) has been the subject of intensive attention by several workers. ${ }^{1}$ The theory starts from the rec-ognition-that goes back to Planck ${ }^{2}$ and Nernst ${ }^{3}$-of the physical reality of the zero-point radiation field with energy per mode $\frac{1}{2} \hbar \omega$. This field is introduced into the AbrahamLorentz equation of motion for the electron, thus transforming it into a stochastic equation that has been named after Braffort and Marshall. ${ }^{4}$ It is believed that this theory may help in laying new foundations for nonrelativistic quantum mechanics, and in fact a certain progress has been achieved in this direction. With its help and without any quantum assumption, the Planck distribution has been derived, ${ }^{5-7}$ as well as the Van der Waals forces ${ }^{8,9}$; the detailed behavior of the quantum harmonic oscillator has been explained, including the radiative corrections ${ }^{1-16}$; the connection with Schrödinger theory and the radiative corrections from quantum electrodynamics have also been explored in the general case, ${ }^{13,16-19}$ etc. However, in more elaborated problems the theory has met severe difficulties, which are revealed by the fact that it predicts a behavior at variance with the one predicted by quantum theory. In the list of these defiant problems we must include not only nonlinear systems as the hydrogen atom ${ }^{20}$ or the anharmonic oscillator, ${ }^{21,22}$ but even some linear problems as a system of degenerate coupled harmonic oscillators. ${ }^{23}$ Even the free particle presents some problems, since only qualitative agreement has been obtained up to now with quantum mechanics. ${ }^{15}$ The situation is certainly confused, but if one is still confident about the potentialities of SED, one is led to the obvious conclusion that the theory requires some revisions.

It is not difficult to trace back a possible-although not necessarily the single one-source of the difficulties in the Abraham-Lorentz (AL) equation of motion used in SED, since, as is well known, this equation predicts a noncausal behavior of the self-interacting point charge. Fortunately, it

[^2]is possible to construct an alternative to the AL equation for an extended particle that is free of noncausal behavior. In this equation, the usual radiation reaction term $\left(2 e^{2} / 3 c^{3}\right) \ddot{x}$ of AL theory is substituted by an integral expression of the form $\int_{-\infty}^{t} g\left(c t-c t^{\prime}\right)\left[\ddot{x}\left(t^{\prime}\right)-\ddot{x}(t)\right] d t^{\prime}$, this implying that the motion at a given time depends on all past accelerations, i.e., on the whole trajectory. The kernel $g(c t)$ is related to the spatial structure of the extended particle, as explained in the literature. ${ }^{24,25}$ Elsewhere we make an attempt to explore the theory to the simplest possible problem, namely, the free particle. In spite of the simplicity of the problem, the theory is highly nontrivial and demands the use of sophisticated techniques and long calculations, several of which are still in progress. Therefore, it seems preferable to try to explore this problem with simple even if approximate means, as those afforded by usual SED, in spite of the shortcomings of this theory, a task to which we devote the present paper.

To partially overcome the difficulties associated with the AL equation we will pay attention only to the asymptotic behavior of the system. It is clear that the structure of the particle may play an important role-even an essential one-on the motion of a free particle only for short times, but once the transient has disappeared, the dynamics will be practically independent of the structure, if we are allowed to neglect small radiative corrections to the self-energy. This is confirmed by the explicit calculations (see, e.g., Ref. 25). Hence by considering only the predictions of the theory for times long enough we are able to apply the AL equation to the free particle as an approximate representation of the more elaborate theory. Since adding a constant force hardly makes any important calculational difference, we here investigate not the free particle, but the particle acted on by a homogeneous field, thus extending somewhat the range of applicability of the theory. On the other hand, from the point of view of the principles, this last problem has the great advantage of allowing us to make legitimate use of the AL equation, by assuming an external homogeneous force that is everywhere much stronger than the radiation reaction force. ${ }^{27}$

The asymptotic phase-space distribution obtained may be compared with the one predicted by quantum mechanics:

Both distributions are different but related by a Gaussian integral transform, a result that has been suggested in the literature on repeated occasions, ${ }^{28}$ though never convincingly demonstrated, and that seems to be valid only in this case. On the other hand, the marginal distribution in configuration space predicted coincides with the usual quantum mechanical one at any temperature; thus the simplest possible way of studying the statistical behavior of the free particle in configuration space is just by solving Schrödinger's equation. In this way a natural link is established between usual quantum theory and SED for the free particle and for the particle in a homogeneous field, in spite of the fact that there exist important differences between the predictions of both theories.

A point which is worth mentioning is that SED predicts for the free particle a fixed minimum asymptotic variance for the velocity; unfortunately, the numerical value of this quantity is strongly cutoff dependent, and hence we may offer, for the time being, only a rough preliminary estimation of its value. Nevertheless, this is an important prediction, since quantum mechanics affords no means to evaluate it. Due to the fact that the dispersion of the velocity of the free particle attains a constant finite value, the final average energy is also a constant, thus suggesting that in the long run an energetic equilibrium between the particle and the zero-point radiation field is reached. However, at the end of the paper a spectral analysis of the power exchanged between particle and field shows that an intensive instantaneous exchange of energy between the different modes of the field takes place, even under the condition of constancy of the average kinetic energy, thus extending for the present linear case earlier results of Boyer. ${ }^{29}$

## II. STOCHASTIC ELECTRODYNAMICS FOR THE PARTICLE IN A HOMOGENEOUS FIELD

The Braffort-Marshall equations for a point charge acted on by a constant external force $\mathbf{F}$ is the AL equation

$$
\begin{equation*}
m \ddot{\mathbf{x}}=\mathbf{F}+e \mathbf{E}(t)+m \tau \dddot{\mathbf{x}} \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau=2 e^{2} / 3 m c^{3} \tag{2}
\end{equation*}
$$

Here, as has become customary in the study of nonrelativistic problems in SED, ${ }^{1,4}$ we approximate the Lorentz force by its electric part $e \mathrm{E}(t)$, written in the long-wavelength (or dipole) approximation. The random field $\mathbf{E}(t)$ is assumed to have a Gaussian distribution with zero average and autocorrelation given by the Wiener-Khinchin theorem

$$
\begin{equation*}
\left\langle E_{i}(t) E_{j}\left(t^{\prime}\right)\right\rangle=\delta_{i j} \int_{0}^{\infty} S_{E}(\omega, T) \cos \omega\left(t-t^{\prime}\right) d \omega \tag{3}
\end{equation*}
$$

with a power spectrum $S_{E}(\omega, T)$ given by Planck's law at temperature $T$ :

$$
\begin{equation*}
S_{E}(\omega, T)=\left(2 \hbar \omega^{3} / 3 \pi c^{3}\right)\left[1+2 /\left(e^{\beta \hbar \omega}-1\right)\right] \tag{4}
\end{equation*}
$$

where, as usual, $\beta$ represents the inverse absolute temperature in units of the Boltzmann constant:

$$
\begin{equation*}
\beta=1 / k_{\mathbf{B}} T . \tag{5}
\end{equation*}
$$

Here a difficulty appears, namely, that Planck's distribution
includes the zero-point contribution

$$
S_{E}(\omega, 0)=\left(2 \hbar / 3 \pi c^{3}\right) \omega^{3}
$$

which is not integrable over the whole frequency spectrum. Since a deeper theory of the vacuum that may solve this fundamental problem is still lacking, we will go around this problem when necessary by introducing an appropriate cutoff, as has been done in previous work. ${ }^{4,7.16,18}$

As is well known, the solutions to Eq. (1) may exhibit "runaway" behavior, which can be eliminated by demanding that $\ddot{\mathbf{x}} \rightarrow 0$ as $t \rightarrow \infty$, as proposed by Ivanenko and Sokolov. ${ }^{30}$ By an integration by parts and under this condition, Eq. (1) takes the form

$$
\begin{equation*}
m \ddot{\mathbf{x}}=\mathbf{F}+e \mathbf{E}_{m}(t), \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{E}_{m}(t)=\frac{1}{\tau} \int_{t}^{\infty} \mathbf{E}\left(t^{\prime}\right) e^{\left(t-t^{\prime} \mid / \tau\right.} d t^{\prime} \tag{7}
\end{equation*}
$$

has the power spectrum

$$
\begin{equation*}
S_{m}=S_{E}(\omega) /\left(1+\tau^{2} \omega^{2}\right) \tag{8}
\end{equation*}
$$

as follows immediately from Eq. (3). Equation (6) shows preacceleration with respect to the stochastic force $\mathbf{E}_{m}(t)$ only [see Eq. (7)], being free of this problem with respect to the external force as this external force has a constant value.

We assume well-defined (nonstochastic) initial conditions $\mathbf{x}(0)=\mathbf{x}_{0}, \mathbf{p}(0)=\mathbf{p}_{0}$; then Eq. (6) has the solutions

$$
\begin{align*}
& \mathbf{p}(t) \equiv m \dot{\mathbf{x}}(t)=\mathbf{p}_{0}+\mathbf{F} t+e \int_{0}^{t} \mathbf{E}_{m}\left(t^{\prime}\right) d t^{\prime}  \tag{9a}\\
& \mathbf{x}(t)=\mathbf{x}_{0}+(1 / m) \int_{0}^{t} \mathbf{p}\left(t^{\prime}\right) d t^{\prime} \tag{9b}
\end{align*}
$$

For the average of these equations over the ensemble of realizations of the stochastic field $\mathbf{E}_{m}(t)$, recalling that $\left\langle\mathbf{E}_{m}\right\rangle$ $=0$, we get

$$
\begin{align*}
& \langle\mathbf{p}(t)\rangle=\mathbf{p}_{0}+\mathbf{F} t  \tag{10a}\\
& \langle\mathbf{x}(t)\rangle=\mathbf{x}_{0}+\left(\mathbf{p}_{0} / m\right) t+(\mathbf{F} / 2 m) t^{2} \tag{10b}
\end{align*}
$$

whereas the correlations between the different components of $\mathbf{p}(t)$ and $\mathbf{x}(t)$ become

$$
\begin{align*}
& \left\langle p_{i}(t) p_{j}\left(t^{\prime}\right)\right\rangle=\left\langle p_{i}(t)\right\rangle\left\langle p_{j}\left(t^{\prime}\right)\right\rangle+C_{i j}\left(t, t^{\prime}\right),  \tag{11a}\\
& \left\langle x_{i}(t) p_{j}\left(t^{\prime}\right)\right\rangle=\left\langle x_{i}(t)\right\rangle\left\langle p_{j}\left(t^{\prime}\right)\right\rangle+(1 / m) \int_{0}^{t} d t_{1} C_{i j}\left(t_{1}, t^{\prime}\right) \tag{11b}
\end{align*}
$$

$\left\langle x_{i}(t) x_{j}\left(t^{\prime}\right)\right\rangle$
$=\left\langle x_{i}(t)\right\rangle\left\langle x_{j}\left(t^{\prime}\right)\right\rangle+\left(1 / m^{2}\right) \int_{0}^{t} d t_{1} \int_{0}^{t^{\prime}} d t_{2} C_{i j}\left(t_{1}, t_{2}\right),(11 \mathrm{c})$
where the tensor $C_{i j}\left(t, t^{\prime}\right)$ is given by

$$
\begin{equation*}
C_{i j}\left(t, t^{\prime}\right)=e^{2} \int_{0}^{t} d t_{1} \int_{0}^{t^{\prime}} d t_{2}\left\langleE _ { m i } ( t _ { 1 } ) E _ { m j } \left( t_{2}| \rangle .\right.\right. \tag{12}
\end{equation*}
$$

With the help of Eqs. (3) and (7), Eq. (12) may be given the form

$$
C_{i j}\left(t, t^{\prime}\right)=e^{2} \delta_{i j} \int_{0}^{\infty} d \omega S_{m}(\omega) \int_{0}^{t} d t_{1} \int_{0}^{t^{\prime}} d t_{2} \cos \omega\left(t_{1}-t_{2}\right)
$$

or, performing the time integrations,

$$
\begin{align*}
& C_{i j}\left(t, t^{\prime}\right) \\
& =e^{2} \delta_{i j} \int_{0}^{\infty} d \omega\left[S_{m}(\omega) / \omega^{2}\right] \\
& \quad \times\left[1-\cos \omega t-\cos \omega t^{\prime}+\cos \omega\left(t-t^{\prime}\right)\right] \tag{13a}
\end{align*}
$$

and also

$$
\begin{align*}
& \int_{0}^{t} C_{i j}\left(s, t^{\prime}\right) d s \\
&= e^{2} \delta_{i j} \int_{0}^{\infty} d \omega\left[S_{m}(\omega) / \omega^{3}\right] \\
& \times\left[\omega t-\omega t \cos \omega t^{\prime}-\sin \omega t+\sin \omega t^{\prime}\right. \\
&\left.\quad+\sin \omega\left(t-t^{\prime}\right)\right]  \tag{13b}\\
& \int_{0}^{t} d s \int_{0}^{t^{\prime}} d s^{\prime} C_{i j}\left(s, s^{\prime}\right) \\
&= e^{2} \delta_{i j} \int_{0}^{\infty} d \omega\left[S_{m}(\omega) / \omega^{4}\right] \\
& \quad \times\left[\omega^{2} t t^{\prime}-\omega t^{\prime} \sin \omega t-\omega t \sin \omega t\right. \\
&\left.\quad+1-\cos \omega t^{\prime}+\cos \omega\left(t-t^{\prime}\right)-\cos \omega t\right] \tag{13c}
\end{align*}
$$

From these results and Eqs. (11) we see that all covariance matrices are diagonal. In particular, we get for the variance of $p_{i}$

$$
\begin{equation*}
\sigma_{p}^{2}(t)=2 e^{2} \int_{0}^{\infty}\left[S_{m}(\omega) / \omega^{2}\right](1-\cos \omega t) d \omega \tag{14}
\end{equation*}
$$

the covariance at equal times of $x_{i}$ and $p_{i}$,

$$
\begin{equation*}
\Gamma_{x p}(t)=(1 / 2 m) t \sigma_{p}^{2}(t), \tag{15}
\end{equation*}
$$

and the variance of $x_{i}$,

$$
\begin{aligned}
\sigma_{x}^{2}(t)= & \frac{2 e^{2}}{m^{2}} \int_{0}^{\infty} d \omega \frac{S_{m}(\omega)}{\omega^{2}}\left(\frac{1}{2} t^{2}-\frac{t}{\omega} \sin \omega t\right. \\
& \left.-\frac{1}{\omega^{2}} \cos \omega t+\frac{1}{\omega^{2}}\right)
\end{aligned}
$$

Noticing that the factor within parentheses in the integrand is just the value of the integral $\int_{0}^{t} d t^{\prime} t^{\prime}\left(1-\cos \omega t^{\prime}\right)$, we may rewrite the last result in the form

$$
\begin{equation*}
\sigma_{x}^{2}(t)=\left(1 / m^{2}\right) \int_{0}^{t} t^{\prime} \sigma_{p}^{2}\left(t^{\prime}\right) d t^{\prime} \tag{16}
\end{equation*}
$$

Deriving this expression with respect to time and noticing Eq. (15), we see that

$$
\begin{equation*}
\frac{d \sigma_{x}^{2}}{d t}=\frac{2}{m} \Gamma_{x p}(t) \tag{17}
\end{equation*}
$$

This is a general result that may be derived directly from the definitions of $\sigma_{x}^{2}$ and $\Gamma_{x p}$.

To get an expression for $\sigma_{p}^{2}(t)$, we substitute Eqs. (4) and (8) into Eq. (14):

$$
\begin{align*}
\sigma_{p}^{2}(t)= & \frac{2 \hbar m \tau}{\pi} \int_{0}^{\infty} \frac{\omega}{1+\tau^{2} \omega^{2}}\left(1+\frac{2}{e^{\beta \hbar \omega}-1}\right) \\
& \times(1-\cos \omega t) d \omega . \tag{18}
\end{align*}
$$

This expression contains a divergent term, that which comes from the product of the first terms within the parentheses; we regularize it by introducing a cutoff at frequency $\omega_{c}$, as said before, which we select as the pair-production frequen-
$c y^{4,7,16,18}$

$$
\begin{equation*}
\omega_{\mathrm{c}}=2 \mathrm{~m} c^{2} / \hbar . \tag{19}
\end{equation*}
$$

Since $\tau \omega_{\mathrm{c}} \sim \alpha(\alpha$ is the fine structure constant), we can now approximate the factor $\left(1+\tau^{2} \omega^{2}\right)^{-1}$ in Eq. (18) by 1, the corrections being of order $\alpha^{2}$ and hence negligible. Developing the thermal contribution to the spectrum in a power series of $e^{-\beta \hbar \omega}$, we get from Eq. (18)

$$
\begin{aligned}
\sigma_{p}^{2}(t)= & \frac{2 \hbar m}{\pi}\left[\int_{0}^{\omega_{\mathrm{c}}} \omega(1-\cos \omega t) d \omega\right. \\
& \left.+2 \sum_{n=1}^{\infty} \int_{0}^{\infty} \omega e^{-n \beta \hbar \omega}(1-\cos \omega t) d \omega\right]
\end{aligned}
$$

or

$$
\begin{align*}
\sigma_{p}^{2}(t)= & \sigma_{0}^{2}\left[1-\frac{2}{\omega_{\mathrm{c}} t} \sin \omega_{\mathrm{c}} t+\frac{2}{\omega_{\mathrm{c}}^{2} t^{2}}-\frac{2}{\omega_{\mathrm{c}}^{2} t^{2}} \cos \omega_{\mathrm{c}} t\right] \\
& +\frac{4 \sigma_{0}^{2}}{\omega_{\mathrm{c}}^{2}} \sum_{n=1}^{\infty}\left[\frac{1}{n^{2} \beta^{2} \hbar^{2}}-\frac{n^{2} \beta^{2} \hbar^{2}-t^{2}}{\left(n^{2} \beta^{2} \hbar^{2}+t^{2}\right)^{2}}\right], \tag{20}
\end{align*}
$$

where

$$
\begin{equation*}
\sigma_{0}^{2}=(\hbar m \tau / \pi) \omega_{\mathrm{c}}^{2}=(8 \alpha / 3 \pi) m^{2} c^{2} \tag{21}
\end{equation*}
$$

When $t \gg \hbar \Rightarrow \omega_{\mathrm{c}}^{-1}$, this function reaches the stationary value

$$
\begin{equation*}
\sigma_{p}^{2}=\sigma_{0}^{2}\left[1+\frac{1}{6}\left(2 \pi / \beta \hbar \omega_{\mathrm{c}}\right)^{2}\right] \tag{22}
\end{equation*}
$$

At room temperatures, $\beta \hbar \sim 10^{-14} \mathrm{~s}$, so that the particle will reach this stationary dispersion very fast. However, as $T \rightarrow 0$ the time needed to reach the stationary value for $\sigma_{p}^{2}$ becomes arbitrarily large. Also, since at room temperatures $\beta^{-1} \sim 10^{-2} \mathrm{eV}$ whereas $\hbar \omega_{\mathrm{c}} \sim 1 \mathrm{MeV}$, for all usual temperatures the thermal corrections to $\sigma_{p}^{2}$ are entirely negligible, and we may approximate $\sigma_{p}^{2}$ by $\sigma_{0}^{2}$. This is quite understandable, since the energy $\hbar \omega / 2$ of the mode $\omega$ of the zero-point field greatly exceeds the thermal contribution to the spectrum at the same frequency $\omega$, unless the temperature reaches extremely high values. Therefore, for $t>\omega_{\mathrm{c}}^{-1}$ and not unusually high temperatures we may write the variance of the momentum as

$$
\begin{equation*}
\sigma_{p_{i}}^{2}=\sigma_{0}^{2} \tag{23}
\end{equation*}
$$

Obviously, if we assumed that the initial momentum is distributed with variance $\sigma_{p_{0}}^{2}$, but uncorrelated with the radiation field, instead of Eq. (23) we would get

$$
\begin{equation*}
\sigma_{p_{i}}^{2}=\sigma_{p 0 i}^{2}+\sigma_{0}^{2} \tag{24}
\end{equation*}
$$

These results assign to the parameter $\sigma_{0}^{2}$ the meaning of the minimum (or intrinsic) asymptotic momentum variance for the free particle at temperature $T=0$ (the presence of the homogeneous field does not affect this result). According to Eq. (21), $\sigma_{0}^{2}$ is strongly cutoff-dependent; in particular, for the selected cutoff [see Eq. (1)] it takes a fairly high value that corresponds to an energy associated to these fluctuations of order $\alpha m c^{2}$, and which will usually be treated as part of the self-energy of the free particle, by means of a renormalization procedure.

These results, whose numerical value depends on the value adopted for $\omega_{c}$ and hence must be considered merely a
crude evaluation of order of magnitude, are related to an effect discussed several years ago by Boyer ${ }^{5}$ and lately also by Rueda. ${ }^{7}$ The Boyer effect may easily be shown by noticing that for $\omega_{c} \rightarrow \infty$, the variance of the momentum of the particle grows without limit, which means that the zero-point radiation field may accelerate free particles to any arbitrarily high velocity. In his penetrating analysis on the origin of the Planck spectrum, ${ }^{5}$ Boyer restores equilibrium by confining the particles in a box and assuming that the radiation energy lost during the collisions with the walls accounts for the balance. In his turn, Rueda ${ }^{7}$ sees in Boyer's effect a possible mechanism for explaining the high velocities attained by cosmic ray particles.

It is possible to write Eq. (20) in closed form in terms of the function

$$
\begin{equation*}
\phi(z)=\sum_{n=1}^{\infty} \frac{1}{n^{2}+z^{2}}, \tag{25a}
\end{equation*}
$$

whose numerical value for real $z$ may be calculated with the formula (Ref. 31, p. 36)

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n^{2}+z^{2}}=\frac{\pi}{2 z}\left(\operatorname{coth} \pi z-\frac{1}{\pi z}\right) . \tag{25b}
\end{equation*}
$$

We get

$$
\begin{align*}
\sigma_{p}^{2}(t)= & \sigma_{0}^{2}\left[1-\frac{2}{\omega_{\mathrm{c}} t} \sin \omega_{\mathrm{c}} t+\frac{2}{\omega_{\mathrm{c}}^{2} t^{2}}\left(1-\cos \omega_{\mathrm{c}} t\right)\right] \\
& +\sigma_{0}^{2}\left(\frac{2}{\beta \hbar \omega_{\mathrm{c}}}\right)^{2}\left[\frac{\pi^{2}}{6}\right. \\
& \left.-\phi\left(\frac{t}{\beta \hbar}\right)-t \frac{d}{d t} \phi\left(\frac{t}{\beta \hbar}\right)\right] \tag{26}
\end{align*}
$$

With this result and Eq. (15) we get a closed expression for $\Gamma_{x p}(t)$. To calculate $\sigma_{x}^{2}(t)$, we use Eq. (16):

$$
\begin{align*}
\sigma_{x}^{2}(t)= & \frac{\sigma_{0}^{2}}{2 m^{2}} t^{2}\left\{1+\left(\frac{2}{\beta \hbar \omega_{\mathrm{c}}}\right)^{2}\left[\frac{\pi^{2}}{6}-2 \phi\left(\frac{t}{\beta \hbar}\right)\right]\right. \\
& +\left(\frac{2}{\omega_{\mathrm{c}} t}\right)^{2}\left[\gamma-1+\cos \omega_{\mathrm{c}} t+\ln \omega_{\mathrm{c}} t-\ln \frac{\pi t}{\beta \hbar}\right. \\
& \left.\left.+\ln \sinh \frac{\pi t}{\beta \hbar}-\operatorname{ci}\left(\omega_{\mathrm{c}} t\right)\right]\right\} \tag{27}
\end{align*}
$$

where $\gamma$ is Euler's constant. Since for $t \geqslant \beta \hbar \geqslant \omega_{\mathrm{c}}^{-1}$ the cosine integral ci $\left(\omega_{\mathrm{c}} t\right)=-\int_{\omega_{\mathrm{c}}}^{\infty}[(\cos x) / x] d x$ tends to zero and the $\sinh$ may be approximated by one-half the exponential, $\sigma_{x}^{2}(t)$ reduces to
$\sigma_{x}^{2}(t)=\frac{\sigma_{0}^{2}}{2 m^{2}} t^{2}\left\{1+\left(\frac{2}{\beta \hbar \omega_{\mathrm{c}}}\right)^{2}\left[\frac{\pi^{2}}{6}+\frac{\pi \beta \hbar}{2 t}-2 \phi\left(\frac{t}{\beta \hbar}\right)\right]\right\}$,
which means a quadratic asymptotic dependence on $t$ for the variance of $x_{i}$,

$$
\begin{equation*}
\sigma_{x}^{2}(t)=\left(\sigma_{p}^{2} / 2 m^{2}\right) t^{2} \tag{29}
\end{equation*}
$$

where $\sigma_{p}^{2}$ is given by Eq. (22).
Summing up, for $t \gg \hbar$ the components of the correlation tensors between the components of $\mathbf{x}$ and $\mathbf{p}$ at equal times are

$$
\begin{equation*}
\left\langle p_{i} p_{j}\right\rangle=\left\langle p_{i}\right\rangle\left\langle p_{j}\right\rangle+\delta_{i j} \sigma_{p}^{2}, \tag{30a}
\end{equation*}
$$

$$
\begin{align*}
& \left\langle x_{i} p_{j}\right\rangle=\left\langle x_{i}\right\rangle\left\langle p_{j}\right\rangle+\delta_{i j}\left(\sigma_{p}^{2} / 2 m\right) t,  \tag{30b}\\
& \left\langle x_{i} x_{j}\right\rangle=\left\langle x_{i}\right\rangle\left\langle x_{j}\right\rangle+\delta_{i j}\left(\sigma_{p}^{2} / 2 m^{2}\right) t^{2} \tag{30c}
\end{align*}
$$

## III. PHASE-SPACE DENSITY

## A. The phase-space density

Since $\mathbf{x}(t)$ and $\mathbf{p}(t)$ are both linear functionals of $\mathbf{E}(t)$ when the system is linear, and $\mathbf{E}(t)$ has a Gaussian distribution, for well-defined initial values of $\mathbf{x}$ and $\mathbf{p}$ the phase-space distribution is a bivariate Gaussian centered around the values $\langle\mathbf{x}\rangle$ and $\langle\mathbf{p}\rangle$ given by Eqs. (10) and with covariance matrices given by

$$
\begin{align*}
& \sigma_{p_{i j}}^{2}=\delta_{i j} \sigma_{p}^{2}(t)  \tag{31a}\\
& \Gamma_{x p_{i j}}=\delta_{i j} \frac{t}{2 m} \sigma_{p}^{2}(t)=\delta_{i j} \Gamma_{x p},  \tag{31b}\\
& \sigma_{x_{i j}}^{2}=\delta_{i j} \sigma_{x}^{2}(t) \tag{31c}
\end{align*}
$$

where $\sigma_{x}^{2}$ is given by Eq. (27). Explicitly,

$$
\begin{align*}
P(\mathbf{x}, \mathbf{p}, t)= & \frac{1}{(2 \pi)^{3}\left(\sigma_{x}^{2} \sigma_{p}^{2}-\Gamma_{x p}^{2}\right)^{3 / 2}} \exp \left\{-\frac{1}{2\left(\sigma_{x}^{2} \sigma_{p}^{2}-\Gamma_{x p}^{2}\right)}\right. \\
& \times\left[\sigma_{p}^{2}(\mathbf{x}-\langle\mathbf{x}\rangle)^{2}-2 \Gamma_{x p}(\mathbf{x}-\langle\mathbf{x}\rangle) \cdot(\mathbf{p}-\langle\mathbf{p}\rangle)\right. \\
& \left.\left.+\sigma_{x}^{2}(\mathbf{p}-\langle\mathbf{p}\rangle)^{2}\right]\right\} . \tag{32}
\end{align*}
$$

For $t \gg \beta \hbar>\omega_{\mathrm{c}}^{-1}$ Eqs. (30) hold and hence

$$
\sigma_{x}^{2} \sigma_{p}^{2}-\Gamma_{x p}^{2} \rightarrow \frac{\sigma_{p}^{4}}{4 m^{2}} t^{2}
$$

The phase-space density then takes the simple form

$$
\begin{align*}
P(\mathbf{x}, \mathbf{p}, t)= & \left(\frac{m}{\pi \sigma_{p}^{2} t}\right)^{3} \exp \left[-\frac{2 m^{2}}{\sigma_{p}^{2} t^{2}}(\mathbf{x}-\langle\mathbf{x}\rangle)^{2}\right. \\
& \left.+\frac{2 m}{\sigma_{p}^{2} t}(\mathbf{x}-\langle\mathbf{x}\rangle) \cdot(\mathbf{p}-\langle\mathbf{p}\rangle)-\frac{1}{\sigma_{p}^{2}}(\mathbf{p}-\langle\mathbf{p}\rangle)^{2}\right], \tag{33}
\end{align*}
$$

where $\sigma_{p}^{2}$ is given by Eq. (22).

## B. Comments on the validity of the formula for the phase-space density

Since in the following we will make extensive use of Eq. (33) it seems opportune to make some comments on it. First of all, we notice that this density depends on the temperature through $\sigma_{p}^{2}$ only, which in its turn has a very weak temperature dependence, as we say in Sec. II; hence, $P(\mathbf{x}, \mathbf{p})$ is very insensitive to temperature changes.

A more interesting comment refers to the validity of Eq. (33). In the case of a constant external force, the AL equation is applicable and only the term $\mathbf{E}_{m}(t)$ [see Eq. (7)] may show preacceleration effects; but these effects are noticeable only for times $t \leqslant \tau$, i.e., for frequencies $\omega \gg 2 \pi / \tau \sim \omega_{\mathrm{c}} / \alpha$, and hence can do no harm since they fall outside the physical spectrum considered. In other words, the acausal effects due to preacceleration are entirely negligible in this case and Eq. (33) is fully legitimate. A little more caution is needed when considering the free particle, since in this case it may be argued that the AL equation itself does not apply. In fact, for an absolutely free particle it does not apply, as is well
known ${ }^{27,32}$; however, the particle we are dealing with is not free, but subject to the stochastic force $\mathbf{E}(t)$. As stated in the Introduction, there are arguments to support the idea that the presence of this field-which at $T=0$ subjects the particle to such an intense interaction that it becomes essentially insensitive to thermal perturbations, as we have seen-is enough to guarantee the applicability of the AL equation. This belief is reinforced by observing that the distribution $P(\mathbf{x}, \mathrm{p})$ given by Eq. (33) goes smoothly to a well-defined limit when $F \rightarrow 0$, since $F$ enters linearly in $\langle\mathbf{x}\rangle$ and $\langle\mathbf{p}\rangle$.

It is possible to confirm rigorously the validity of this conclusion by performing a more careful calculation, which we omit entirely in order not to complicate and obscure the present calculation, but which we may explain as follows. As discussed in the Introduction, it is possible to construct an entirely causal theory of the radiating particle, by taking its structure into account ${ }^{24,25}$; starting from this theory, we may calculate $\mathbf{p}(t)$ and from it the covariance $\left\langle p_{i} p_{j}\right\rangle$ and its limit when $t \rightarrow \infty$. For example, a concrete calculation of this kind can be done on the basis of the results presented in §§IV of Ref. 25. The point is that for times long enough we recover in this way Eq. (14), and hence the whole of the above theory, thus confirming the applicability of Eq. (33) to the free particle. The advantage of the present procedure is its relative simplicity and clarity.

## IV. RELATIONSHIP WITH WIGNER'S DISTRIBUTION

## A. Quantum mechanics and SED are different theories

A straightforward application of stochastic theory has led us to the phase-space density $P(\mathbf{x}, \mathbf{p}, t)$ as the basis for a complete statistical description of the behavior of the mechanical system. Our present purpose is to compare the above results with those predicted by quantum mechanics for the same system under the same conditions and investigate if any reasonable connection may be established between both. First of all, we must stress that we are dealing with two theories that give different predictions for many important quantities. To show this in a simple way, we start from Eq. (29), which we rewrite for convenience as

$$
\begin{equation*}
\sigma_{x}^{2}(t)=\left(\sigma_{p}^{2} / 2 m^{2}\right) t^{2} \tag{29}
\end{equation*}
$$

with $\sigma_{p}^{2}$ given by Eqs. (21) and (22), and compare with the corresponding quantum mechanical result (which we will derive below),

$$
\begin{equation*}
\sigma_{x}^{2}(t)=\left(\sigma_{p}^{2} / m^{2}\right) t^{2} \tag{34}
\end{equation*}
$$

The word "corresponding" seems to require some explanation. We are here working with a particular solution to our problem, namely the one that corresponds to a Gaussian distribution for all times. We could as well consider more complicated-even non-Gaussian-initial conditions, but this would unnecessarily complicate the problem. In the quantum-mechanical case we also have an infinity of possible solutions, depending on the initial conditions. We should therefore compare Gaussian solutions of both theories; this is the meaning of the word "corresponding." A word of caution is, however, necessary: In the quantum-mechanical case we cannot go to the dispersionless limit $(t \rightarrow 0)$ because in this limit the density would violate the Heisenberg inequalities.

The comparison can only be made for times such that the Heisenberg inequalities hold, as discussed in the next section.

As seen from Eqs. (29) and (34), both theories predict the same time dependence (for large times; SED gives a more detailed description for smaller times); nevertheless, there exists an essential difference, associated to the presence of the factor $\frac{1}{2}$ in Eq. (29). This factor is responsible for several important differences in the behavior of the SED particle with respect to that of quantum mechanics, as we will see below. We will have an opportunity below to discuss several related points.

Before making a deeper comparison with quantum mechanics, it seems worthwhile to make the following consideration. Since we have assumed well-defined initial conditions, the initial dispersion of both $x_{i}$ and $p_{i}$ are zero, and so also is their product; for $\omega_{\mathrm{c}} t \gg \hbar \omega_{\mathrm{c}} \gg 1$ we have, however, that

$$
\sigma_{x}^{2} \sigma_{p}^{2}=\left(\sigma_{0}^{4} / 2 m^{2}\right) t^{2}
$$

The onset of the quantum regime ${ }^{18}$ is reached when this quantity attains a value not smaller than $\hbar^{2} / 4$. This consideration offers us a heuristic interpretation of the Heisenberg inequalities, namely, that there exists a minimum (Heisenberg) time $t_{\mathrm{H}}$ needed for the system to relax into the quan-tum-mechanical regime, when starting from well-defined initial conditions in phase space. With the aid of Eqs. (19) and (21), we may estimate this $t_{\mathrm{H}}$ to be such that

$$
\omega_{\mathrm{c}} t_{\mathrm{H}} \geqslant 3 \pi / 4 \sqrt{2} \alpha,
$$

a result that is stronger than the simple requirement $\omega_{\mathrm{c}} t \gg 1$. This is easily understood by recalling that Eq. (29) is legitimate only for $\omega_{\mathrm{c}} t \gg \beta \omega_{\mathrm{c}}=2 m c^{2} / k_{\mathrm{B}} T$, which tends to infinity when $T \rightarrow 0$ and is much greater than unity even for room temperatures. Therefore, we conclude that when Eqs. (30) apply, we are surely well within the quantum regime, but a long time is needed to reach this regime at normal or small temperatures.

## B. The Wigner distribution

Now we go over to a more quantitative comparison with quantum mechanics. We start by constructing the quantum-mechanical phase-space distribution, i.e., the Wigner distribution of the problem, which we denote by $P_{\mathrm{w}}(\mathbf{x}, \mathrm{p}, t)$. Let us recall that for a general potential $V(\mathbf{x})$ the equation of evolution of $P_{\mathrm{w}}$ is ${ }^{33}$

$$
\begin{aligned}
\frac{\partial P_{\mathrm{w}}}{\partial t} & +\frac{\mathbf{p}}{m} \cdot \nabla P_{\mathrm{w}} \\
& -\frac{2}{\pi^{3} \hbar^{4}} \int d^{3} x^{\prime} \int d^{3} p^{\prime} P_{\mathrm{w}}\left(\mathbf{x}, \mathbf{p}^{\prime}, t\right) V\left(\mathbf{x}^{\prime}\right) \\
& \times \sin \frac{2}{\hbar}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \cdot\left(\mathbf{p}-\mathbf{p}^{\prime}\right)=0
\end{aligned}
$$

For $V=-\mathbf{F} \cdot \mathbf{x}$, as is our case, this reduces to

$$
\begin{equation*}
\frac{\partial P_{\mathrm{w}}}{\partial t}+\frac{\mathbf{p}}{m} \cdot \nabla P_{\mathrm{w}}+\mathbf{F} \cdot \nabla_{p} P_{\mathrm{w}}=0 \tag{35}
\end{equation*}
$$

We see that the equation of evolution of the Wigner distribution coincides with the classical Liouville equation of the problem. It is easy to check that Eq. (35) does not accept a
solution of the form of Eq. (33); therefore, to construct the $P_{\mathrm{w}}$ of interest, we proceed as follows. As a first step, we notice that Eq. (35) accepts solutions of the form
$P_{\mathrm{w}}(\mathbf{x}, \mathbf{p}, t)=\Phi_{1}(\mathbf{p}-\langle\mathbf{p}\rangle) \Phi_{2}(\mathbf{x}-\langle\mathbf{x}\rangle-(t / m)(\mathbf{p}-\langle\mathbf{p}\rangle))$ with $\langle\dot{\mathbf{p}}\rangle=\mathbf{F}$ and $\langle\dot{\mathbf{x}}\rangle=\langle\mathbf{p}\rangle / m$, which means that $\langle\mathbf{p}\rangle$ and $\langle\mathbf{x}\rangle$ are given by Eqs. (10). For a classical (deterministic) problem we would demand that $\mathbf{p}=\langle\mathbf{p}\rangle$ and $\mathbf{x}=\langle\mathbf{x}\rangle$, and, to guarantee that $P_{\mathrm{w}}$ differs from zero only if these conditions are met, we would select both functions $\Phi_{1}$ and $\Phi_{2}$ as Dirac deltas. In the present problem, as discussed previously, we are interested in a distribution which contains at least a Gaussian factor in the momentum with a constant variance. Therefore, we take the particular solution

$$
\begin{aligned}
P_{\mathrm{w}}(\mathbf{x}, \mathbf{p}, t)= & \frac{1}{\left(\pi \sqrt{2} \sigma_{0} \sigma\right)^{3}} \exp \left[-\frac{(\mathbf{p}-\langle\mathbf{p}\rangle)^{2}}{\sigma^{2}}\right. \\
& \left.-\frac{(\mathbf{x}-\langle\mathbf{x}\rangle-(\mathbf{p}-\langle\mathbf{p}\rangle) t / m)^{2}}{2 \sigma_{0 x}^{2}}\right]
\end{aligned}
$$

which reproduces the classical result in the limit $\sigma \rightarrow 0, \sigma_{0 x}$ $\rightarrow 0$. Since Eq. (35) is simultaneously a classical and a quan-tum-mechanical law, we must take care to guarantee that our particular solution is indeed consistent with quantum mechanics. This is achieved by selecting $\sigma$ and $\sigma_{0 x}$ such that Heisenberg's inequality $\sigma_{(\mathrm{W} \mid x}^{2} \sigma_{(\mathrm{W}) p}^{2} \geqslant \hbar^{2} / 4$ holds for any time, or, as follows directly from $P_{\mathrm{w}}$,

$$
\frac{1}{2} \sigma^{2}\left(\sigma_{0 x}^{2}+\frac{1}{2} \sigma^{2} t^{2} / m^{2}\right) \geqslant \hbar^{2} / 4
$$

Hence, it suffices to take $\sigma^{2} \sigma_{0 x}^{2} \geqslant \hbar^{2} / 2$ to guarantee consistency with quantum mechanics. For times longer than $\hbar m / \sigma$ (which for $\sigma \sim \sigma_{p}$ will be of the order of $t_{\mathrm{H}}$ ), the time-dependent contribution to $\sigma_{x}(t)$ is dominant and, as time grows, $\sigma_{0 x}$ becomes negligible. This observation is important, since in the SED calculation we have arbitrarily restricted ourselves to the case in which the initial dispersions of $\mathbf{x}$ and $\mathbf{p}$ are both zero and have even made the approximation valid for $t \geqslant \beta \hbar$, which allows us to write $P$ in the simplified form of Eq. (33). Hence, in order to be able to compare both theories without having to complicate the calculations, we restrict ourselves to times $t \gg t_{\mathrm{H}}$ in the quantum-mechanical case, which allows us to neglect $\sigma_{0 x}$. In this approximation, the Wigner distribution becomes

$$
\begin{align*}
& P_{\mathbf{w}}(\mathbf{x}, \mathbf{p}, t) \\
& \quad=\left(\pi \sigma^{2}\right)^{-3 / 2} e^{-(\mathbf{p}-\langle\mathbf{p}))^{2} / \sigma^{2}} \delta(\mathbf{x}-\langle\mathbf{x}\rangle-(\mathbf{p}-\langle\mathbf{p}\rangle) t / m) . \tag{36}
\end{align*}
$$

This restriction, while very convenient, is not crucial to the development of the theory which follows. We must still select a value for $\sigma^{2}$, which we do by demanding that $P$ and $P_{\mathrm{w}}$ have as many desired properties in common as possible. In particular, since the averages of $x_{i}$ and $p_{i}$ are the same in both cases, we pay attention to their correlations. Identifying the averages calculated with the aid of $P_{\mathrm{w}}$ with an index W , we easily get from Eq. (36)

$$
\begin{align*}
& \left\langle p_{i} p_{j}\right\rangle_{\mathrm{w}}=\left\langle p_{i}\right\rangle\left\langle p_{j}\right\rangle+\frac{1}{2} \lambda \delta_{i j} \sigma_{p}^{2}  \tag{37a}\\
& \left\langle x_{i} p_{j}\right\rangle_{\mathrm{w}}=\left\langle x_{i}\right\rangle\left\langle p_{j}\right\rangle+\lambda \delta_{i j}\left(\sigma_{\rho}^{2} / 2 m\right) t  \tag{37b}\\
& \left\langle x_{i} x_{j}\right\rangle_{\mathrm{w}}=\left\langle x_{i}\right\rangle\left\langle x_{j}\right\rangle+\lambda \delta_{i j}\left(\sigma_{p}^{2} / 2 m^{2}\right) t^{2} \tag{37c}
\end{align*}
$$

where we have written for convenience

$$
\begin{equation*}
\sigma^{2}=\lambda \sigma_{p}^{2} \tag{38}
\end{equation*}
$$

with $\lambda$ to be fixed. From these results it immediately follows that

$$
\begin{equation*}
\sigma_{(\mathbf{w}) x}^{2}(t)=\left(\sigma_{(\mathbf{w}) p}^{2} / m^{2}\right) t^{2} \tag{39}
\end{equation*}
$$

which is just Eq. (34) and justifies our previous discussion. Comparing Eqs. (37) and Eqs. (30), we see that no value of $\lambda$ exists that may give the same second-order moments in both theories; the best we can do is to take $\lambda=1$, i.e., $\sigma^{2}=\sigma_{p}^{2}$, a choice that we accept in what follows. With this selection, $P_{\mathrm{w}}$ predicts an asymptotic dispersion of the momentum equal to one-half of the one given by SED [see Eq. (45b) below], both theories predicting, however, the same value for $\sigma_{x}^{2}$ and $\Gamma_{x p}$. Despite the fact that $\Gamma_{x p}$ is the same in both theories, the correlation factor, defined as

$$
\begin{equation*}
\rho(\mathbf{x}, \mathbf{p}, t)=\Gamma_{x p}(t) / \sigma_{x}(t) \sigma_{p}(t) \tag{40}
\end{equation*}
$$

is not the same, due to the different value of $\sigma_{p}(t)$. In particular, for SED one gets from Eqs. (30) $\rho=1 / \sqrt{2}$, whereas for quantum mechanics one gets from Eqs. (39) $\rho_{(\mathbf{w})}=1$. The relationship between $\rho$ and $\rho_{(\mathbf{w})}$ is actually independent of the value adopted for $\lambda$, since quite generally Eqs. (37) give

$$
\begin{equation*}
\rho_{(\mathrm{w})}=\frac{\Gamma_{\mathrm{w}}}{\left(\sigma_{\mathrm{w} x}^{2} \sigma_{\mathrm{w}_{p}}^{2}\right)^{1 / 2}}=\frac{\lambda \Gamma}{\left(\lambda \sigma_{x}^{2} \lambda \sigma_{p}^{2} / 2\right)^{1 / 2}}=\sqrt{2} \rho . \tag{41}
\end{equation*}
$$

The surprising result $\rho_{(\mathrm{w})}=1$ means that in the Wigner distribution the variables $x_{i}$ and $p_{i}$ are totally correlated, i.e., that one determines the other, a result obviously incompatible with a stochastic theory as SED, thus showing through a particular instance that QM cannot admit in general a strictly statistical interpretation, or, what is equivalent, that any stochastic theory will necessarily give some predictions at variance with QM-with only "accidental" exceptions, as is the case of the harmonic oscillator. ${ }^{16}$ In some sense, this assertion may be considered the stochastic version of von Neumann's theorem.

The origin of the result $\rho_{(w)}=1$ lies in the $\delta$ factor of the Wigner distribution. To see this, consider the auxiliary quantity $\left\langle\left[\alpha\left(p_{i}-\left\langle p_{i}\right\rangle\right)+\left(x_{i}-\left\langle x_{i}\right\rangle\right)\right]^{2}\right\rangle_{\mathrm{w}}$, which is obviously nonnegative for real $\alpha$; developing this, we get

$$
\alpha^{2} \sigma_{\left(\mathbf{w}_{\mid p}\right.}^{2}+2 \alpha \Gamma_{\mid \mathbf{w}_{\mid x p}}+\sigma_{(\mathbf{w} \mid x}^{2} \geqslant 0
$$

For $\Gamma_{i \mathbf{w}_{\mid}}=\rho_{i \mathbf{w} \mid} \sigma_{\left(\mathbf{w}_{\mid x}\right)} \sigma_{(\mathbf{w}) p}=\sigma_{\left(\mathbf{w}_{\mid x}\right.} \sigma_{(\mathbf{W}) p}$, the minimum of this inequality occurs for $\alpha=-\sigma_{\left(\mathrm{w}_{\mid x}\right.} / \sigma_{(\mathrm{w}) p}$. With this value we get

$$
\begin{aligned}
& \int\left[\left(x_{i}-\left\langle x_{i}\right\rangle\right)-\left(\sigma_{(\mathrm{W}) x} / \sigma_{(\mathrm{W}) p}\right)\left(p_{i}-\left\langle p_{i}\right\rangle\right)\right]^{2} \\
& \quad \times P_{\mathrm{W}}(\mathbf{x}, \mathbf{p}) d^{3} x d^{3} p=0
\end{aligned}
$$

which demands that

$$
P_{\mathrm{w}}(\mathbf{x}, \mathbf{p}, t) \sim \delta\left[\mathbf{x}-\langle\mathbf{x}\rangle-\left(\sigma_{(\mathbf{w}) x} / \sigma_{(\mathbf{w}) p}\right)(\mathbf{p}-\langle\mathbf{p}\rangle)\right]
$$

as asserted above.

## C. Relation between the Wigner and the SED distribution

This relationship is easily established by calculating the following integral, with $a$ a real parameter to be determined:

$$
\begin{aligned}
& \int P_{\mathrm{w}}\left(\mathbf{x}, \mathbf{p}^{\prime}, t\right) e^{-\left(\mathbf{p}^{\prime}-\mathbf{p}\right)^{2} / a^{2}} d^{3} p^{\prime} \\
&=\left(\pi a^{2}\right)^{3 / 2}\left(\frac{m}{\pi \sigma_{p} a t}\right)^{3} \exp \left[-\frac{(\mathbf{p}-\langle\mathbf{p}\rangle)^{2}}{a^{2}}\right. \\
&+\frac{2 m}{a^{2} t}(\mathbf{x}-\langle\mathbf{x}\rangle) \cdot(\mathbf{p}-\langle\mathbf{p}\rangle) \\
&\left.-\frac{m^{2}}{t^{2}}\left(\frac{1}{\sigma_{p}^{2}}+\frac{1}{a^{2}}\right)(\mathbf{x}-\langle\mathbf{x}\rangle)^{2}\right]
\end{aligned}
$$

Comparison with Eq. (33) shows that by selecting $a=\sigma_{p}$ we get the desired result, namely,

$$
\begin{equation*}
P(\mathbf{x}, \mathbf{p}, t)=\left(\pi \sigma_{p}^{2}\right)^{-3 / 2} \int P_{\mathbf{w}}\left(\mathbf{x}, \mathbf{p}^{\prime}, t\right) e^{-\left(\mathbf{p}^{\prime}-\mathbf{p}\right)^{2} / \sigma_{p}^{2}} d^{3} p^{\prime} \tag{42}
\end{equation*}
$$

Thus the SED phase-space density is given by a convolution of the Wigner distribution with a Gaussian in velocity space. As stated previously, this kind of relationship has been suggested repeatedly ${ }^{28}$ as a means of avoiding some of the problems that appear when $P_{\mathrm{w}}(\mathbf{x}, \mathbf{p})$ is directly interpreted as a phase-space density.

As a first application of this result, we establish the general relationship between the average of a dynamical variable $A(\mathbf{x}, \mathbf{p})$ as calculated in quantum mechanics, $\langle A\rangle_{\mathbf{w}}$, or, according to SED, $\langle A\rangle$, of which Eqs. (37) are particular examples. We get

$$
\begin{equation*}
\langle A(\mathbf{x}, \mathbf{p})\rangle=\left(\pi \sigma_{\rho}^{2}\right)^{-3 / 2}\left\langle\int A\left(\mathbf{x}, \mathbf{p}^{\prime}\right) e^{-\left(\mathbf{p}^{\prime}-\mathbf{p}\right)^{2} / \sigma_{P}^{2}} d^{3} p^{\prime}\right\rangle_{\mathrm{w}} \tag{43}
\end{equation*}
$$

Developing $A\left(\mathbf{x}, \mathbf{p}^{\prime}\right)$ in a Taylor series around $\mathbf{p}$ and performing the integrations, we get

$$
\begin{equation*}
\langle A(\mathbf{x}, \mathbf{p})\rangle=\langle A(\mathbf{x}, \mathbf{p})\rangle_{\mathrm{w}}+\frac{1}{4} \sigma_{p}^{2}\left\langle\nabla_{p}^{2} A(\mathbf{x}, \mathbf{p})\right\rangle_{\mathrm{w}}+\cdots \tag{44}
\end{equation*}
$$

Incidentally, we notice that Eq. (44) applies also for the $\mathbf{x}$-conditioned averages, i.e., when the integral with respect to x is not performed. From this result it follows that both theories predict the same value for the average of any dynamical variable that either does not contain $p$ (i.e., any function of $\mathbf{x}$ ), or depends linearly on $\mathbf{p}$. Hence, in particular,

$$
\begin{align*}
& \langle\mathbf{x}\rangle_{\mathbf{w}}=\langle\mathbf{x}\rangle, \quad\langle\mathbf{p}\rangle_{\mathbf{w}}=\langle\mathbf{p}\rangle, \\
& \sigma_{(\mathbf{W}) x}^{2}=\sigma_{x}^{2}, \quad \Gamma_{|\mathbf{w}| x p}=\Gamma_{x p}, \tag{45}
\end{align*}
$$

in accordance with previous results. However, if $A(\mathbf{x}, \mathbf{p})$ contains terms that depend quadratically or on higher powers of p, the averages will differ from one another. For example, for $A=p_{i} p_{j}$ one gets

$$
\begin{equation*}
\left\langle p_{i} p_{j}\right\rangle=\left\langle p_{i} p_{j}\right\rangle_{\mathrm{w}}+\frac{1}{2} \sigma_{p}^{2} \delta_{i j}, \tag{46a}
\end{equation*}
$$

and, using Eq. (31a), we get the already discussed relation

$$
\begin{equation*}
\sigma_{(\mathrm{W}) p}^{2}=\frac{1}{2} \sigma_{p}^{2} \tag{46b}
\end{equation*}
$$

These differences are more clearly reflected in the fact that whereas both phase-space distributions $P$ and $P_{\mathrm{w}}$ lead to the same marginal distribution in configuration space, i.e.,

$$
\begin{equation*}
\int P(\mathbf{x}, \mathbf{p}, t) d^{3} p=\int P_{\mathrm{w}}(\mathbf{x}, \mathbf{p}, t) d^{3} p \tag{47}
\end{equation*}
$$

the marginal distributions in momentum space are different, as follows by integrating Eq. (42) with respect to $\mathbf{x}$. The ex-
plicit form of the marginal distribution in configuration space is

$$
\begin{align*}
\rho_{x}(\mathbf{x}, t) & =\rho_{(\mathbf{w}) x}(\mathbf{x}, t) \\
& =\left[\frac{m}{\sqrt{\pi} \sigma_{p} t}\right]^{3} \exp \left[-\frac{m^{2}}{\sigma_{p}^{2} t^{2}}(\mathbf{x}-\langle\mathbf{x}))^{2}\right] \tag{48}
\end{align*}
$$

whereas for the momentum space one gets

$$
\begin{equation*}
\rho_{\left(\mathbf{w}_{\mid p}\right.}(\mathbf{p}, t)=\left(\pi \sigma_{p}^{2}\right)^{-3 / 2} e^{-\left(\mathbf{p}-\left.\langle\mathbf{p})\right|^{2} / \sigma_{p}^{2}\right.} \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{p}(\mathbf{p}, t)=\left(2 \pi \sigma_{p}^{2}\right)^{-3 / 2} e^{-(\mathbf{p}-\langle\mathbf{p}))^{2} / 2 \sigma_{p}^{2}} . \tag{50}
\end{equation*}
$$

The relationship between $\rho_{\left(\mathrm{W}_{)}\right)}$and $\rho_{p}$ follows immediately from Eq. (42) and is

$$
\begin{equation*}
\rho_{p}(\mathbf{p}, t)=\left(\pi \sigma_{p}^{2}\right)^{-3 / 2} \int \rho_{(\mathbf{W} \mid p}\left(\mathbf{p}^{\prime}, t\right) e^{-(\mathbf{p}-\mathbf{p})^{2} / \sigma_{p}^{2}} d^{3} p^{\prime} \tag{51}
\end{equation*}
$$

Hence the two theories predict the same behavior of the system in configuration space, a point that we will confirm below more explicitly. Now, in quantum mechanics the configuration space distribution is most easily determined by solving the Schrödinger equation. This means that the Schrödinger wavefunction will also furnish an exactthough incomplete-description of the SED system. To explore more precisely the role of these functions in SED is the purpose of the next section.

## V. THE PHASE-SPACE DISTRIBUTION IN TERMS OF SCHRÖDINGER AMPLITUDES

## A. The quantum-mechanical case

We want to express explicitly the phase-space density presented by SED in terms of solutions to the Schrödinger equation. Since this is quite easily achieved for the Wigner distribution by following the rules of quantum mechanics and using afterwards Eq. (42), we first concentrate on the quantum-mechanical problem. We shall first construct the density matrix in the $\mathbf{x}$ representation associated with $P_{\mathrm{w}}$ and then express the result in terms of Schrödinger amplitudes. As is well known, the density matrix $\rho_{\mathrm{w}}\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right)$ is related to $P_{\mathrm{w}}(\mathbf{x}, \mathbf{p}, t)$ by the Weyl transform, ${ }^{34,35}$ which consists of the following two successive steps: (i) First, we take the Fourier transform of $P_{\mathrm{w}}(\mathbf{x}, \mathbf{p}, t)$ with respect to the variable $p$, to construct the function $\widetilde{P}_{\mathrm{w}}(\mathbf{x}, \mathrm{z}, t)$ :

$$
\begin{equation*}
\widetilde{P}_{\mathrm{W}}(\mathbf{x}, \mathbf{z}, t)=\int P_{\mathrm{w}}(\mathbf{x}, \mathbf{p}, t) e^{(2 i / \pi) \mid \mathrm{p} \cdot \mathbf{z}} d^{3} p \tag{52}
\end{equation*}
$$

(ii) Secondly, in the new function we make the change of variables

$$
\begin{equation*}
\mathbf{r}=\mathbf{x}+\mathbf{z}, \quad \mathbf{r}^{\prime}=\mathbf{x}-\mathbf{z} \tag{53}
\end{equation*}
$$

and define

$$
\begin{equation*}
\rho_{\mathrm{w}}\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right)=\widetilde{P}_{\mathrm{w}}\left(\left(\mathbf{r}+\mathbf{r}^{\prime}\right) / 2,\left(\mathbf{r}-\mathbf{r}^{\prime}\right) / 2 t\right) . \tag{54}
\end{equation*}
$$

The resulting expresion for the density matrix is

$$
\begin{align*}
\rho_{\mathrm{W}}\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right)= & \left(\frac{m}{\sqrt{\pi}+\sigma_{p}}\right)^{3} \exp \left[-\frac{m^{2}}{4 \sigma_{p}^{2} t^{2}}\left(\mathbf{r}+\mathbf{r}^{\prime}-2\langle\mathbf{r}\rangle\right)^{2}\right. \\
& \left.+\frac{i m}{2 \hbar t}\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \cdot\left(\mathbf{r}+\mathbf{r}^{\prime}-2\langle\mathbf{r}\rangle+\frac{2 t}{m}\langle\mathbf{p}\rangle\right)\right] \tag{55}
\end{align*}
$$

To express this density matrix in terms of Schrödinger amplitudes, we consider the orthogonal and complete set of functions

$$
\begin{equation*}
u_{k}(r)=(2 \pi)^{-3 / 2} e^{i k \cdot r} \tag{56}
\end{equation*}
$$

and develop the density matrix in terms of it

$$
\begin{equation*}
\rho_{\mathrm{w}}\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right)=\int C_{k, k^{\prime}}(t, T) u_{k}(\mathbf{r}) u_{k^{\prime}}^{*}\left(\mathbf{r}^{\prime}\right) d^{3} k d^{3} k^{\prime} \tag{57}
\end{equation*}
$$

where we have explicitly indicated the temperature dependence coming from $\sigma_{p}^{2}$. The functions $C_{k, k^{\prime}}(t, T)$ are the matrix elements of the density matrix in the momentum representation and are given by

$$
\begin{align*}
C_{k, k^{\prime}}(t, T)= & \int \rho_{\mathrm{w}}\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right) u_{k}^{*}(\mathbf{r}) u_{k^{\prime}}\left(\mathbf{r}^{\prime}\right) d^{3} r d^{3} r^{\prime} \\
= & \left(\frac{\hbar}{\sqrt{\pi} \sigma_{p}}\right)^{3} \\
& \times \exp \left\{-\frac{1}{\sigma_{p}^{2}}\left[\mathbf{p}_{0}+\mathbf{F} t-\frac{\hbar}{2}\left(\mathbf{k}+\mathbf{k}^{\prime}\right)\right]^{2}\right. \\
& \left.+i\left(\mathbf{k}^{\prime}-\mathbf{k}\right) \cdot\left[\mathbf{r}_{0}-\frac{\mathbf{F}}{2 m} t^{2}+\frac{\hbar}{2 m}\left(\mathbf{k}^{\prime}+\mathbf{k}\right) t\right]\right\} \tag{58}
\end{align*}
$$

where we used Eqs. (10) for $\langle\mathbf{r}\rangle$ and $\langle\mathbf{p}\rangle$. We want to separate explicitly the temperature from the time dependence in this expression; for this purpose, it is convenient to analyze separately two cases.

## 1. The free particle

If in Eq. (58) we put $F_{i}=0$, the coefficients $C_{k, k^{\prime}}$, separate quite naturally into a factor $\Delta_{k+k^{\prime}}\left(\mathbf{p}_{0}, T\right)$ that depends on the temperature through $\sigma_{T}$ but not on time, and factors that depend on time but not on temperature. Calling the latter $a_{k}\left(\mathbf{x}_{0}, t\right)$, we may write

$$
\begin{equation*}
C_{k, k^{\prime}}(t, T)=\Delta_{k+k^{\prime}}\left(\mathbf{p}_{0}, T\right) a_{k}\left(\mathbf{x}_{0}, t\right) a_{k^{\prime}}^{*}\left(\mathbf{x}_{0}, t\right) \tag{59}
\end{equation*}
$$

with

$$
\begin{equation*}
\Delta_{k}\left(\mathbf{p}_{0}, T\right)=\left(\hbar / \sqrt{\pi} \sigma_{p}\right)^{3} \exp \left[-\left(1 / \sigma_{p}^{2}\right)\left(\mathbf{p}_{0}-\frac{1}{2} \hbar \mathbf{k}\right)^{2}\right] \tag{60}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{k}\left(\mathbf{x}_{0}, t\right)=\exp \left[-\left(i \hbar \mathbf{k}^{2} / 2 m\right) t-i \mathbf{k} \cdot \mathbf{x}_{0}\right] \tag{61}
\end{equation*}
$$

Thus Eq. (57) takes a form in which the temperature dependence of each term has been separated out:

$$
\begin{align*}
& \rho_{\mathrm{w}}\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right) \\
& \quad=\int \Delta_{k+k^{\prime}} \cdot\left(\mathbf{p}_{0}, T\right) \psi_{k}\left(\mathbf{r}-\mathbf{x}_{0}, t\right) \psi_{k^{\prime}}^{*} \cdot\left(\mathbf{r}^{\prime}-\mathbf{x}_{0}, t\right) d^{3} k d^{3} k^{\prime} \tag{62}
\end{align*}
$$

where the functions

$$
\begin{align*}
\psi_{k}\left(\mathbf{r}-\mathbf{r}_{0}, t\right) & \equiv a_{k}\left(\mathbf{r}_{0}, t\right) u_{k}(\mathbf{r}) \\
& =(2 \pi)^{-3 / 2} e^{-\left(i \hbar \hbar \mathbf{k}^{2} / 2 m\right) t+i k-\left(\mathbf{r}-\mathbf{r}_{0}\right)} \tag{63}
\end{align*}
$$

are solutions to the Schrödinger equation for a free particle

$$
\begin{equation*}
i \hbar \frac{\partial \psi}{\partial t}=-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi \tag{64}
\end{equation*}
$$

## 2. The particle in a homogeneous field of force

When $F_{i} \neq 0$ the procedure of separation of the variables $T$ and $t$ becomes somewhat more involved. To simplify matters, it is convenient to first introduce the variable

$$
\begin{equation*}
\mathbf{q}=\mathbf{k}-(\mathbf{F} / \hbar) t \tag{65}
\end{equation*}
$$

into Eq. (58), to get

$$
\begin{align*}
C_{k, k^{\prime}}(t, T)= & \left(\frac{\hbar}{\sqrt{\pi} \sigma_{p}}\right)^{3} \int d^{3} q d^{3} q^{\prime} e^{\left.-\left(1 / \sigma_{p}^{2}\right) \mid \mathbf{p}_{o}-(\hbar / 2)\left(\mathbf{q}+\mathbf{q}^{\prime}\right)\right]^{2}} \\
& \times \exp \left[-i\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \cdot \mathbf{x}_{0}+\frac{i \hbar^{2}}{6 m} \sum_{j=1}^{3} \frac{1}{F_{j}}\right. \\
& \left.\times\left(q_{j}^{3}-q_{j}^{\prime 3}+k_{j}^{\prime 3}-k_{j}^{3}\right)\right] \\
& \times \delta\left[\mathbf{q}-\left(\mathbf{k}-\frac{\mathbf{F}}{\hbar} t\right)\right] \delta\left[\mathbf{q}^{\prime}-\left(\mathbf{k}-\frac{\mathbf{F}}{\hbar} t\right)\right] \tag{66}
\end{align*}
$$

Using the Fourier development of the $\delta$ function,

$$
\delta(\mathbf{q}-\mathbf{k})=\left(1 / 8 \pi^{3}\right) \int e^{i(\mathbf{q}-\mathbf{k}) \cdot \mathbf{y}} d^{3} y
$$

and interchanging the order of the integrations, we get

$$
\begin{align*}
C_{k, k}(t, T)= & \int w_{y, y^{\prime}}\left(\mathbf{p}_{0}, T\right) \phi_{y}\left(\mathbf{k}, \mathbf{x}_{0}, t\right) \\
& \times \phi_{y^{\prime}}^{*}\left(\mathbf{k}^{\prime}, \mathbf{x}_{0}, t\right) d^{3} y d^{3} y^{\prime} \tag{67}
\end{align*}
$$

where

$$
\begin{align*}
w_{y, y^{\prime}}\left(\mathbf{p}_{0}, T\right)= & \int \Delta_{q+q^{\prime}}\left(\mathbf{p}_{0}, t\right) \phi_{y}^{*}(\mathbf{q}, 0,0) \\
& \times \phi_{y^{\prime}}\left(\mathbf{q}^{\prime}, 0,0\right) d^{3} q d^{3} q^{\prime} \tag{68}
\end{align*}
$$

and

$$
\begin{align*}
\phi_{y}\left(\mathbf{k}, \mathbf{x}_{0}, t\right)= & \frac{1}{(2 \pi)^{3 / 2}} e^{-(i / \hbar) \mathbf{F} \cdot \mathbf{y} t} \\
& \times \exp \left[i\left(\mathbf{y}-\mathbf{x}_{0}\right) \cdot \mathbf{k}-\frac{i \hbar^{2}}{6 m} \sum_{j=1}^{3} \frac{k_{j}^{3}}{F_{j}}\right] \tag{69}
\end{align*}
$$

In Eq. (7) the dependence on temperature comes only through the function $w_{y, y^{\prime}}$ that does not depend on time, while the time enters only in the functions $\phi_{y}\left(\mathbf{k}, \mathbf{x}_{0}, t\right)$, which do not depend on temperature. The latter functions are solutions to the Schrödinger equation for a constant force in the momentum representation:

$$
\begin{equation*}
i \hbar \frac{\partial \phi}{\partial t}=\frac{\hbar^{2} \mathbf{k}^{2}}{2 m} \phi-\mathbf{F} \cdot\left(i \nabla_{k}-\mathbf{x}_{0}\right) \phi \tag{70}
\end{equation*}
$$

Substituting Eq. (67) into Eq. (57), we get the desired development of the density matrix in the $\mathbf{x}$ representation:

$$
\begin{align*}
\rho_{\mathrm{W}}\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right)= & \int \mathrm{W}_{y, y^{\prime}}\left(\mathbf{p}_{0}, T\right) \psi_{y}\left(\mathbf{r}-\mathbf{x}_{0}, t\right) \\
& \times \psi_{y^{\prime}}^{*}\left(\mathbf{r}^{\prime}-\mathbf{x}_{0}, t\right) d^{3} y d^{3} y^{\prime} \tag{71}
\end{align*}
$$

where the Schrödinger amplitudes are given by the Fourier transform of the $\phi_{y}$,

$$
\begin{equation*}
\psi_{y}\left(\mathbf{x}-\mathbf{x}_{0}, t\right)=(2 \pi)^{-3 / 2} \int \phi_{y}\left(\mathbf{k}, \mathbf{x}_{0}, t\right) e^{i \mathbf{k} \cdot \mathbf{x}} d^{3} k \tag{72}
\end{equation*}
$$

and are solutions to the Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{\partial \psi}{\partial t}=-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi-\mathbf{F} \cdot\left(\mathbf{x}-\mathbf{x}_{0}\right) \psi \tag{73}
\end{equation*}
$$

which is the Fourier transform of Eq. (70).

## B. The SED case

With the previous results at hand one can almost immediately express $P(\mathbf{x}, \mathbf{p}, t)$ in terms of Schrödinger amplitudes. We start from the Fourier transform of Eq. (42), which reads

$$
\begin{equation*}
\widetilde{P}(\mathbf{x}, \mathbf{z}, t)=\widetilde{P}_{\mathrm{w}}(\mathbf{x}, \mathbf{z}, t) e^{-\left(\sigma_{\rho}^{2} / \hbar^{2}\right) \mathbf{z}^{2}} \tag{74}
\end{equation*}
$$

rewrite $\widetilde{P}_{\mathrm{w}}$ in terms of $\rho_{\mathrm{w}}$ with the help of Eq. (54), and express the density matrix in terms of Schrödinger amplitudes; we will work out the case $F_{j} \neq 0$ only for the sake of brevity, but the procedure is equally well applicable to the free-particle case. The result is obviously

$$
\begin{align*}
\widetilde{P}(\mathbf{x}, \mathbf{z}, t)= & e^{-\left(\sigma_{y^{2} / \hbar^{2} \mid \mathbf{z}^{2}} \int W_{y, y^{\prime}}\left(\mathbf{p}_{0}, T\right)\right.} \\
& \times \psi_{y}\left(\mathbf{x}-\mathbf{x}_{0}+\mathbf{z}, t\right) \psi_{y^{\prime}}^{*}\left(\mathbf{x}-\mathbf{x}_{0}-\mathbf{z}, t\right) d^{3} y d^{3} y^{\prime} \tag{75}
\end{align*}
$$

Performing an inverse Fourier transform, we may recast these results into the form

$$
\begin{aligned}
P(\mathbf{x}, \mathbf{p}, t)= & \left(2 \pi^{2} \hbar\right)^{-3} \int d^{3} y d^{3} y^{\prime} W_{y, y^{\prime}}\left(\mathbf{p}_{0}, T\right) \\
& \times \int d^{3} k \int d^{3} k^{\prime} \phi_{y^{\prime}}^{*}\left(\mathbf{k}^{\prime}, \mathbf{x}_{0}, t\right) \phi_{y}\left(\mathbf{k}, \mathbf{x}_{0}, t\right) e^{i\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \cdot \mathbf{x}} \\
& \times \int e^{-\left(\sigma_{\left.p^{2} / \hbar^{2}\right) \mathbf{z}^{2}+i\left(\mathbf{k}+\mathbf{k}^{\prime}-(2 / \hbar) \mathbf{p}\right) \cdot \mathbf{z}} d^{3} z\right.}
\end{aligned}
$$

where we have expressed the amplitudes $\psi_{y}(\mathbf{x})$ in terms of their Fourier transform $\phi_{y}(\mathbf{k})$, as given by Eq. (72). The integral over $\mathbf{z}$ is

$$
\int e^{-\left\{\sigma_{p}^{2} / \hbar^{\prime} \mathbf{z}^{2}+i\left[\mathbf{k}+\mathbf{k}^{\prime}-(2 / \hbar \mid \mathbf{p}] \cdot \mathbf{z}\right.\right.} d^{3} z=\pi^{3} \Delta_{k+k^{\prime}}(\mathbf{p}, T)
$$

so our final result is

$$
\begin{align*}
P(\mathbf{x}, \mathbf{p}, t)= & (2 \pi \hbar)^{-3} \int d^{3} y d^{3} y^{\prime} d^{3} k d^{3} k^{\prime} W_{y, y^{\prime}}\left(\mathbf{p}_{0}, T\right) \\
& \times \Delta_{k+k^{\prime}}(\mathbf{p}, T) e^{i\left(\mathbf{k}-\mathbf{k}^{\prime} \cdot \mathbf{x}\right.} \phi_{y}\left(\mathbf{k}, \mathbf{x}_{0}, t\right) \phi_{y^{\prime}}^{*}\left(\mathbf{k}^{\prime}, \mathbf{x}_{0}, t\right) \tag{76}
\end{align*}
$$

The density matrix of SED is simpler to write, since this is just Eq. (75) with the change of variables given by Eq. (53); therefore,

$$
\begin{equation*}
\rho\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right)=e^{-\left(\sigma_{\rho^{2}}^{2} / 4 \hbar^{2}\right)\left(\mathbf{r}-\mathbf{r}^{\prime}\right)^{2}} \rho_{\mathrm{W}}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \tag{77}
\end{equation*}
$$

where the quantum-mechanical density matrix is given by Eq. (71). The complicated structure of Eq. (76) tends to hide more than it reveals; however, a simple but very important result may be obtained either by integrating with respect to $p$ or else by taking $r=r^{\prime}$ in Eq. (77). In fact, since the relationship between $P(\mathbf{x}, \mathbf{p})$ and $\rho\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ is just the same as between $P_{\mathrm{w}}$ and $\rho_{\mathrm{w}}$ [Eq. (54)], in SED just as in quantum mechanics the marginal distribution in configuration space is obtained by taking $\mathrm{z}=0$ in $P_{\mathrm{w}}$ [see Eq. (52)], which by Eqs. (53) amounts to taking $\mathbf{r}=\mathbf{r}^{\prime}=\mathbf{x}$. Hence, one gets for the marginal distribution in configuration space from Eq. (77)

$$
\begin{align*}
\rho(\mathbf{x}, t) & =\rho_{\mathrm{w}}(\mathbf{x}, \mathbf{x}) \\
& =\int W_{y, y^{\prime}}\left(\mathbf{p}_{0}, T\right) \psi_{y}\left(\mathbf{x}-\mathbf{x}_{0}, t\right) \psi_{\dot{y}^{*}}^{*}\left(\mathbf{x}-\mathbf{x}_{0}, t\right) d^{3} y d^{3} y^{\prime} \tag{78}
\end{align*}
$$

This result is easily derived from Eq. (76) by noticing that

$$
\int \Delta_{k+k^{\prime}} \cdot(\mathbf{p}, T) d^{3} p=\hbar^{3}
$$

and using once more Eqs. (72). Equation (78) is just the same as Eq. (71) with $\mathbf{x}=\mathbf{r}=\mathbf{r}^{\prime}$, i.e., the quantum-mechanical density in $x$-space. We are recovering Eq. (48), but this time it is obvious that all the information about the distribution in configuration space as predicted by SED is contained in the quantum-mechanical wavefunctions $\psi(\mathbf{x}, t)$.

These results show also that the transition from the marginal distributions $\rho(\mathbf{x})$ and $\rho(\mathbf{p})$ to the phase-space density $P(\mathbf{x}, \mathbf{p})$ is a highly nontrivial problem. Hence the almost purely mathematical attempts to go from usual quantum mechanics over to a truly statistical description in phase space ${ }^{33,36}$ are almost certainly condemned to failure as long as they are not furthered by physical argument, supported in its turn by a deeper theory, as might be, e.g., stochastic electrodynamics, as in the present case.

## VI. ENERGY BALANCE

We recall that $\sigma_{p}^{2}(t)$ evolves from the initial value $\sigma_{p}^{2}(0)$ $=0$ to a stationary value which is positive definite. At first sight it would thus seem that the free particle attains a stationary situation, in which it does not interchange any energy with the background field. We will show in this section that actually a more complicated situation holds, in which a net interchange of energy does exist between field and particle at each separate frequency.

Multiplying Eq. (1) by $\mathbf{v}=\dot{\mathbf{x}}$ and rearranging, we get an equation for the evolution of the energy:

$$
\begin{equation*}
\frac{d}{d t}\left[\frac{\mathbf{p}^{2}}{2 m}-\mathbf{F} \cdot \mathbf{x}-m \tau \mathbf{v} \cdot \dot{\mathbf{v}}\right]=e \mathbf{E} \cdot \mathbf{v}-m \tau \dot{\mathbf{v}}^{2} \tag{79}
\end{equation*}
$$

Within brackets we have the kinetic, the potential, and the Schott terms, whereas on the rhs we have the sum of the rate of energy absorbed by the particle from the field and the Larmor term for the power radiated by the accelerated particle. We will interpret the Schott term as the part of the electromagnetic energy bounded to the charged particle and, hence, as part of the energy content of the particle. ${ }^{37}$ Hence the expression in brackets gives the total energy $\mathscr{C}(t)$ of the particle, and Eq. (79) expresses the rate of change of this energy as the difference between the absorbed and the radiated power. With the help of Eqs. (6), (10), (30), and (79) we get for the average instantaneous energy of the particle

$$
\begin{align*}
\langle\mathscr{C}(t)\rangle= & \frac{\mathbf{p}_{0}^{2}}{2 m}-\mathbf{F} \cdot \mathbf{x}_{0}+\frac{3 \sigma_{p}^{2}}{2 m} \\
& -\frac{\tau}{m} \mathbf{F} \cdot\langle\mathbf{p}\rangle+\frac{3 \tau}{2 m} \frac{d \sigma_{p}^{2}}{d t} \tag{80}
\end{align*}
$$

where the last term has been calculated with the help of Eqs. $(3)$ and $(8)$ by noticing that

$$
\begin{aligned}
e^{2} \int_{0}^{t} & \left\langle\mathbf{E}_{m}(t) \cdot \mathbf{E}_{m}\left(t^{\prime}\right)\right\rangle d t^{\prime} \\
& =3 e^{2} \int_{0}^{\infty} \frac{S_{m}(\omega)}{\omega} \sin \omega t d \omega=\frac{3}{2} \frac{d \sigma_{p}^{2}}{d t}
\end{aligned}
$$

Alternatively, Eq. (80) can be written as

$$
\begin{equation*}
\langle\mathscr{C}(t)\rangle=\langle\mathscr{C}(0)\rangle+\frac{3 \sigma_{p}^{2}}{2 m}-\frac{3 \tau}{m} \frac{d \sigma_{p}^{2}}{d t}-\frac{\tau}{m} \mathbf{F}^{2} t . \tag{81}
\end{equation*}
$$

Thus for $t>\beta \hbar$ a free particle gains a net average energy equal to $3 \sigma_{P}^{2} / 2 m$, as was already discussed; this is just the term related to the Boyer effect. ${ }^{5,7}$ This clearly means that on the average the free particle absorbs more energy from the field than it radiates from $t=0$ to $t$. This may be easily demonstrated by the following calculation.

The average radiated energy from time $t=0$ to $t$ is (we take $F_{j}=0$ )

$$
W_{\mathbf{R}}(t)=\frac{\tau}{m} \int_{0}^{t}\left\langle\dot{\mathbf{p}}^{2}\left(T^{\prime}\right)\right\rangle d t^{\prime}=\frac{\tau e^{2}}{m} \int_{0}^{t}\left\langle\mathbf{E}_{m}^{2}\left(t^{\prime}\right)\right\rangle d t^{\prime}(82)
$$ and is due entirely to the stochastic acceleration to which the particle is subject. On the other side, the average energy absorbed from time $t=0$ to $t$ is

$$
\begin{aligned}
W_{\mathrm{A}}(t) & =\frac{e}{m} \int_{0}^{t}\left\langle\mathbf{E}\left(t^{\prime}\right) \cdot \mathbf{p}\left(t^{\prime}\right)\right\rangle d t^{\prime} \\
& =\frac{e^{2}}{m} \int_{0}^{t} d t_{1} \int_{0}^{t_{1}}\left\langle\mathbf{E}\left(t_{1}\right) \cdot \mathbf{E}_{m}\left(t_{2}\right)\right\rangle d t_{2} .
\end{aligned}
$$

Since from Eq. (7) it follows that

$$
\mathbf{E}(t)=\mathbf{E}_{m}(t)-\tau \dot{\mathbf{E}}_{m}(t)
$$

by integrating the term that contains $\mathbf{E}_{m}$ we may reexpress $W_{\mathrm{A}}$ as

$$
\begin{aligned}
W_{\mathrm{A}}(t)= & \frac{e^{2}}{m} \int_{0}^{t} d t^{\prime} \int_{0}^{t^{\prime}} d t^{\prime \prime}\left\langle\mathbf{E}_{m}\left(t^{\prime}\right) \cdot \mathbf{E}_{m}\left(t^{\prime \prime}\right)\right\rangle \\
& -\frac{\tau e^{2}}{m} \int_{0}^{t}\left\langle\left(\mathbf{E}_{m}(t)-\mathbf{E}_{m}\left(t^{\prime}\right)\right) \cdot \mathbf{E}_{m}\left(t^{\prime}\right)\right\rangle d t^{\prime}
\end{aligned}
$$

By changing variables and taking the stationary character of the field into account, we can express the double integral as follows:

$$
\begin{aligned}
& e^{2} \int_{0}^{t} d t^{\prime} \int_{0}^{t^{\prime}} d t^{\prime \prime}\left\langle\mathbf{E}_{m}\left(t^{\prime}\right) \cdot \mathbf{E}_{m}\left(t^{\prime \prime}\right)\right\rangle \\
& \quad=e^{2} \int_{0}^{t} d t_{1} \int_{t_{1}}^{t} d t_{2}\left\langle\mathbf{E}_{m}\left(t_{1}\right) \cdot \mathbf{E}_{m}\left(t_{2}\right)\right\rangle=\frac{3}{2} \sigma_{p}^{2}(t)
\end{aligned}
$$

Substituting this expression and its derivative in the last result, we get

$$
\begin{equation*}
W_{\mathrm{A}}(t)=\frac{3}{2 m} \sigma_{p}^{2}(t)-\frac{3 \tau}{2 m} \frac{d \sigma_{p}^{2}}{d t}+W_{\mathrm{R}}(t) \tag{83}
\end{equation*}
$$

which is just Eq. (81) (for $F_{j}=0$ ), but seen from a different viewpoint. The fact that for sufficiently large times $\langle\mathscr{E}(t)\rangle$ attains a constant value and thus the particle radiates as much energy as it absorbs in the average does not imply, however, that the system reaches an equilibrium state. In fact, the net average power transferred from the stochastic field to the particle, $\dot{W}_{\mathrm{A}}-\dot{W}_{\mathrm{R}}=d\langle\mathscr{E}\rangle / d t$, becomes zero; but a frequency analysis reveals that at all times, however
large, the free particle continues to pump energy from some field modes to others, interchanging them periodically, in such a form that the net power transferred from or to any mode averages out, in time, to zero. Obviously, this net average power transferred to or from any mode integrates to zero over the whole spectrum for $t \rightarrow \infty$. We will see below that this exchange of energy between field and particle in any frequency interval $d \omega$ is quite intense, even in the limit $t \rightarrow \infty$.

To see this, we follow a procedure similar to the one used above to calculate $W_{\mathrm{R}}$ and $W_{\mathrm{A}}$; omitting irrelevant details, we get

$$
\begin{equation*}
\dot{W}_{\mathrm{R}}(t)=\left(3 \tau e^{2} / m\right) \int_{0}^{\infty} S_{m}(\omega) d \omega \tag{84}
\end{equation*}
$$

and

$$
\begin{aligned}
\dot{W}_{\mathrm{A}}(t)= & \frac{e^{2}}{m} \int_{0}^{t}\left\langle\mathbf{E}_{m}(t) \cdot \mathbf{E}_{m}\left(t^{\prime}\right)\right\rangle d t^{\prime} \\
& -\frac{\tau e^{2}}{m} \int_{0}^{t} \frac{d}{d t}\left\langle\mathbf{E}_{m}(t) \cdot \mathbf{E}_{m}\left(t^{\prime}\right)\right\rangle d t^{\prime}
\end{aligned}
$$

or
$\dot{W}_{\mathrm{A}}(t)=\frac{3 e^{2}}{m} \int_{0}^{\infty} S_{m}(\omega)\left[\frac{1}{\omega} \sin \omega t+\tau(1-\cos \omega t)\right] d \omega,(85)$ where we have made use of Eq. (3). Defining the power spectrum $\omega(\omega)$ so that

$$
\begin{equation*}
\dot{W}_{N}(t)=\int_{0}^{\infty} w_{N}(\omega, t) d \omega \tag{86}
\end{equation*}
$$

where $N$ stands for A or R, we get from Eqs. (84) and (85)
$w_{\mathrm{R}}(\omega)=\left(3 \tau e^{2} / m\right) S_{m}(\omega)$,
$w_{\mathrm{A}}(\omega, t)=w_{\mathrm{R}}(\omega)+\left(3 e^{2} / m\right) S_{m}(\omega)[(\sin \omega t) / \omega-\tau \cos \omega t]$.

We see that in fact $w_{\mathrm{A}}(\omega, t)$ does not reach any definite limit as $t \rightarrow \infty$, but oscillates around the time average value $w_{\mathbf{R}}(\omega)$; also, for $t \rightarrow \infty$ the oscillating terms integrate to zero over the entire spectrum, thus showing that the particle reradiates all the absorbed energy, as corresponds to the stationary average energy. However, the average powers radiated and absorbed in a frequency interval $d \omega$ differ from each other by

$$
\begin{equation*}
\left(w_{\mathrm{A}}-w_{\mathrm{R}}\right) d \omega=\left(3 e^{2} / m\right)\left[S_{m}(\omega) / \omega\right] \sin \omega t d \omega \tag{88}
\end{equation*}
$$

(we neglect the small corrections proportional to $\tau$ since for all $\omega<\omega_{\mathrm{C}}, \omega \tau \leqslant 4 \alpha / 3 \ll 1$ ), a quantity that oscillates both in time for fixed frequency and with frequency for fixed time. This is the ceaseless pumping effect referred to above. The energies involved in Eq. (88) are quite high; during a time interval of order $\tau$ we have $\left(e^{2} / m\right) \tau \int_{0}^{\omega_{c}}\left[S_{m}(\omega) / \omega\right] d \omega \sim \alpha^{2} m c^{2}$ and for atomic times $t \sim \hbar / \alpha^{2} m c^{2} \sim \tau / \alpha^{3}$ the exchanged energy may highly exceed the rest energy of the electron.

Since the free particle is an obviously nonergodic system, no equilibrium state exists; hence it is not surprising that $w_{\mathrm{A}}(\omega)$ depends on time for all times and that $w_{\mathrm{A}} \neq w_{\mathrm{R}}$ even for $t \rightarrow \infty$, so that no balance at every frequency ever exists. More interesting seems to be the fact that a similar (but time-independent) phenomenon of energy pumping has been discovered in SED by Boyer, ${ }^{29}$ even for systems that classically do reach an equilibrium situation. Boyer sees in this another sign of failure if SED is to be a successful theory
for atomic systems. ${ }^{29}$ Here it seems to be acceptable in principle, yet somewhat worrying by its magnitude.

It is clear that energy balance in SED is a delicate matter and that the understanding of this as well as of other problems as those mentioned in the Introduction demands further development and deepening of the theory.
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A pair of operators $H(\theta)$ and $H\left(\theta^{*}\right)$ obtained by dilation into opposite directions of a model Hamiltonian with nonreal potential is considered. Relations between the resonant eigenfunctions of $H(\theta)$ and $H\left(\theta^{*}\right)$ are studied.
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## INTRODUCTION

The complex-coordinate method continues its inmarch into different branches of atomic and molecular physics, ${ }^{1}$ and the need for an efficient treatment of the truly manybody system with this technique is becoming increasingly apparent. One of the difficulties is that while complex coordinates are used, the effects of poor convergence strike very quickly as the number of particles is increased. To overcome this obstacle, the recent effort has gone into various directions; different types of basis sets are tested and compared in the configuration interaction (CI)-type approaches, ${ }^{2}$ stabilization-type implementations of the variational method appeared, ${ }^{3}$ and approximate treatments based on the effective Hamiltonians ${ }^{4,5}$ and propagators ${ }^{6-8}$ are being attempted.

Although the exact physical Hamiltonians are based on real potentials, the model and/or effective operators do not have to share this property. The origin of complex potentials in model and effective operators might be quite different. We may mention the (complex) potential energy in the nuclear motion B-O Hamiltonian studied by Moiseyev, ${ }^{9}$ the self-energy term in the Layzer operator, ${ }^{10,6}$ or the generalized optical potential in Feshbach's formalism ${ }^{11}$ as quite different cases. To avoid a misunderstanding, we emphasize that it is the complexity of the effective potential without any rotation present that we address here.

The purpose of this paper is to investigate certain features of the resonant solutions of the dilated Schrödingertype operators with complex effective/optical potentials. In particular, we will be interested in the question under what conditions operators $H(\theta)$ and $H\left(\theta^{*}\right)$ can have conjugated resonant eigensolutions. [ $H(\theta)$ denotes, as usual, the dilated operator $H(\theta)=U(\theta) H U^{-1}(\theta)$, where $U(\theta)$ is the dilation operator: $\theta=\alpha+i \beta$.] The acquired information might be of importance for the implementation of the approximate treatments.

## $H(\theta), H\left(\theta^{*}\right)$, AND THEIR RESONANT SOLUTIONS

In what follows we will demonstrate that for the Hermitian and real operator, say, the exact Hamiltoinan $H(0)$, the resonant eigenfunctions $\left\{\psi_{i}\right\}$ and $\left\{\varphi_{i}\right\}$ associated with $H(\theta)$ and $H\left(\theta^{*}\right)$, respectively, satisfy the condition $\psi_{i}=\varphi_{i}^{*}$, but the latter condition does not, in general, hold for nonreal operators (even if they are Hermitian).

Let's consider the operator $H=H_{0}+V_{\text {eff }}$, with $H$ being some "unperturbed" Hamiltonian containing kinetic energy $T$ and one-particle potential energy $V$, and $V_{\text {eff }}$ being the two-particle potential energy, or some approximation to it. We will also assume that $H_{0}$ itself does not show spectral concentrations, i.e., that the nonreal discrete spectrum of $H_{0}(\theta)$ is empty; so $V_{\text {eff }}$ is the resonance-producing part.

If $V_{\text {eff }}$ is real, then for $\theta \in \mathbb{R}$, the entire operator $H(\theta)$ is also real:

$$
\begin{equation*}
H(\theta) f=\left(H(\theta) f^{*}\right)^{*}, \quad \forall f \in D(H(\theta)), \quad \theta \in \mathbb{R} \tag{1}
\end{equation*}
$$

If $V_{\text {eff }}$ is also dilation analytic in the strip $\vartheta_{\beta}$ around the real axis, then for all $f \in D(H(\theta))=D(H(0)), H(\theta) f$ and $\left(H\left(\theta^{*}\right) f^{*}\right)^{*}$ are analytic in $\vartheta_{\beta}$. Using the latter fact and the coincidence property (1), one has

$$
\begin{equation*}
H(\theta) f=\left(H\left(\theta^{*}\right) f^{*}\right)^{*}, \quad \forall f \in D(H(\theta)), \quad \theta \in \vartheta_{\beta} \tag{2}
\end{equation*}
$$

In particular, for any function from the null space of $(H(\theta)-\lambda)$, e.g., for the resonance eigenfunction associated with a complex eigenvalue $\epsilon$, the property (2) gives

$$
\begin{equation*}
H\left(\theta^{*}\right) \psi^{*}=(H(\theta) \psi)^{*}=(\epsilon \psi)^{*}=\epsilon^{*} \psi^{*}, \quad \psi \in N(H(\theta)-\epsilon) . \tag{3}
\end{equation*}
$$

Thus for a real operator, in addition to

$$
\begin{equation*}
H(\theta) \psi=\epsilon \psi \tag{4}
\end{equation*}
$$

one also has

$$
\begin{equation*}
H\left(\theta^{*}\right) \psi^{*}=\epsilon^{*} \psi^{*} \tag{5}
\end{equation*}
$$

It is thus clear that, in this case, if $\left\{\psi_{i}\right\}$ is a basis of $N(H(\theta)-\epsilon)$, then $\left\{\psi_{i}^{*}\right\}$ is a basis of $N\left(H\left(\theta^{*}\right)-\epsilon^{*}\right)$.

However, if $V_{\text {eff }}$ is nonreal, relation (2) cannot be obtained since (1) does not, in general, hold;

$$
\begin{equation*}
H(\theta) f \neq\left(H(\theta) f^{*}\right)^{*}, \quad \exists f \in D(H(\theta)), \quad \theta \in \mathbb{R} . \tag{6}
\end{equation*}
$$

Hence Eqs. (4) and (5) cannot, in general, be satisfied simultaneously. Still, they might be satisfied for some $f$ 's from $D(H(\theta))$. We thus have to check whether the functions of interest, i.e., the resonant states associated with the complex point spectra of $H(\theta)$, are excluded from this category.

Let's assume the contrary, i.e., that there are f's such that

$$
\begin{align*}
& H_{0}(\theta) f+V_{\text {eff }}(\theta) f=\epsilon f, \quad f \in D(H(\theta)), \quad \epsilon \neq \epsilon^{*},  \tag{7}\\
& H_{0}\left(\theta^{*}\right) f^{*}+V_{\text {eff }}\left(\theta^{*}\right) f^{*}=\epsilon^{*} f^{*} . \tag{8}
\end{align*}
$$

This is only possible when

$$
\begin{equation*}
\left(V_{\text {eff }}\left(\theta^{*}\right) f^{*}\right)^{*}=V_{\text {eff }}(\theta) f=0 \tag{9}
\end{equation*}
$$

and, consequently,

$$
\begin{equation*}
H_{0}(\theta) f=\epsilon f, \quad f \in D(H(\theta)), \quad \epsilon \neq \epsilon^{*} \tag{10}
\end{equation*}
$$

which is impossible for $f \in D(H(\theta))=D\left(H_{0}(\theta)\right) \subset L^{2}$, since it contradicts the assumption that the nonreal discrete spectrum of $H_{0}(\theta)$ is empty.

Thus we have proven that the operators $H(\theta)$ and $H\left(\theta^{*}\right)$ can have conjugated resonant eigenfunctions associated with $\lambda$ and $\lambda^{*}$, respectively, if and ony if the potential $V_{\text {eff }}$ is real valued.

## EXAMPLE

An illustrative case is provided by considering $V_{\text {eff }}$ of type $V_{\text {eff }} \sim|f\rangle\langle f|, f$ being dilation analytic but not real valued: $f(\theta) \neq f^{*}\left(\theta^{*}\right)$ or $f(0) \neq f^{*}(0)$. The dilated operator of this type becomes

$$
\begin{equation*}
V_{\mathrm{eff}}(\theta)=U(\theta)|f\rangle\langle f| U^{-1}(\theta)=|f(\theta)\rangle\left\langle f\left(\theta^{*}\right)\right| \tag{11}
\end{equation*}
$$

which is easily seen by noting that $U^{-1}(\theta)=U(-\theta)$ and $U^{\dagger}(\theta)=U\left(-\theta^{*}\right)$. The latter relation holds since

$$
\begin{equation*}
U^{\dagger}(\theta) f=\left(e^{i A \theta}\right)^{\dagger} f=e^{-i A \theta^{*}} f=U\left(-\theta^{*}\right) f \tag{12}
\end{equation*}
$$

where $A$ is the infinitesimal generator of the dilation group. ${ }^{12}$
We see that $V_{\text {eff }}(\theta)$ of type (11) is an oblique projector, ${ }^{13}$

$$
\begin{equation*}
V_{\mathrm{eff}}^{\dagger}(\theta) \neq V_{\mathrm{eff}}(\theta), \quad \operatorname{Im}(\theta) \neq 0 \tag{13}
\end{equation*}
$$

but that it becomes symmetric for $\operatorname{Im}(\theta)=0$; so the basic premises of the dilation analytic theory are intact. ${ }^{14} V_{\text {eff }}$ also satisfies the property

$$
\begin{equation*}
V_{\mathrm{eff}}^{+}(\theta)=V_{\mathrm{eff}}\left(\theta^{*}\right), \quad \theta \in \vartheta_{\beta}, \tag{14}
\end{equation*}
$$

but this is not enough for the two equations for $H(\theta)$ and $H^{\dagger}(\theta)=H\left(\theta^{*}\right)$ to be satisfied with the conjugated eigenfunctions. In fact, if

$$
\begin{equation*}
H(\theta) \varphi=H_{0}(\theta) \varphi+|f(\theta)\rangle\left\langle f\left(\theta^{*}\right)\right| \varphi=\epsilon \varphi \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
H^{\dagger}(\theta) \varphi^{*}=H_{0}\left(\theta^{*}\right) \varphi^{*}+\left|f\left(\theta^{*}\right)\right\rangle\langle f(\theta)| \varphi^{*}=\epsilon^{*} \varphi^{*} \tag{16}
\end{equation*}
$$

then, since $\left|f^{*}\left(\theta^{*}\right)\right\rangle \neq|f(\theta)\rangle$, one must have

$$
\begin{equation*}
\left\langle f^{*}(\theta)\right| \varphi=\left\langle f\left(\theta^{*}\right)\right| \varphi=0, \tag{17}
\end{equation*}
$$

which leads to the contradictory result (10).

In this simple case it is also easily seen that, in agreement with the general result of the previous section, Eqs. (15) and (16) can be satisifed if and only if $f^{*}\left(\theta^{*}\right)=f(\theta)$, i.e., if and only if the function entering $V_{\text {eff }}$ is real valued: $f^{*}(0)=f(0)$.

## SUMMARY

The results of the previous sections indicate that in situations where the potential $V_{\text {eff }}$ is required (or appears) to be complex, the bivariational ${ }^{15}$ treatments based on the stationarity of the "intermediate" expectation value

$$
\begin{equation*}
\epsilon=\frac{\langle\varphi| H(\theta)|\psi\rangle}{\langle\varphi \mid \psi\rangle} \tag{18}
\end{equation*}
$$

will split into two sets of equations

$$
\begin{equation*}
H(\theta) \psi=\epsilon \psi, \quad H\left(\theta^{*}\right) \varphi=\epsilon^{*} \varphi \tag{19}
\end{equation*}
$$

whose solutions cannot be obtained from each other by means of the conjugation operation.
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Envelope soliton solutions of a class of generalized nonlinear Schrödinger equations are investigated. If the quasiparticle number $N$ is conserved, the evolution of solitons in the presence of perturbations can be discussed in terms of the functional behavior of $N\left(\eta^{2}\right)$, where $\eta^{2}$ is the nonlinear frequency shift. For $\partial_{\eta^{2}} N>0$, the system is stable in the sense of Liapunov, whereas, in the opposite region, instability occurs. The theorem is applied to various types of envelope solitons such as spikons, relatons, and others.
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## I. INTRODUCTION

In the past, many systems have been shown to possess solitary wave solutions even if an inverse scattering solution is unknown. Solitary waves are defined as quasistationary solutions of nonlinear wave equations under the restriction that the physically relevant quantities are localized. In many physical situations, the envelopes of the waves are localized, and the corresponding solitary waves are usually called envelope solitons. A typical example is the Langmuir soliton, ${ }^{1}$ which, in its simplest form, is governed by a cubic nonlinear Schrödinger equation. ${ }^{2}$

A central question in soliton theory is the stability of a localized wave (packet) during collisions. If this problem cannot be solved by constructing an inverse scattering solution, the simpler question of stability against small perturbations becomes important. This paper deals with latter situation for envelope solitons. A general necessary and sufficient stability criterion is presented.

The question of stability for nonenvelope solitons governed by relativistically invariant field equations was discussed in the literature by many authors, ${ }^{3-6}$ and a so-called $Q$-theorem ${ }^{5}$ was obtained. Here we derive a corresponding N -theorem ${ }^{7}$ for Schrödinger-type envelope solitons and prove that the theorem is necessary and sufficient for stability: If a (conserved) number $N$ exists, then the soliton (index $s$ ) is stable if and only if the value of $N_{s}$ increases with the nonlinear frequency shift $\eta_{s}^{2}$, i.e.,

$$
\begin{equation*}
\frac{d N_{s}}{d \eta_{s}^{2}}>0 \tag{1}
\end{equation*}
$$

The results can be applied to a large class of envelope solitons. In the last section we shall discuss the three examples of spikons, relatons, and envelope solitons of the derivative nonlinear Schrödinger equation.

## II. THE MODEL

To be as general as possible, including all the applications ${ }^{8-19}$ we have in mind, let us start with the Lagrangian density

$$
\begin{align*}
\mathscr{L}= & \frac{1}{2} i\left(\psi \partial_{t} \psi^{*}-\psi^{*} \partial_{t} \psi\right)-U\left(|\psi|^{2}\right) \\
& -\frac{1}{2} \beta\left[\partial_{x}|\psi|^{2}\right]^{2}+\partial_{x} \psi \partial_{x} \psi^{*} \tag{2}
\end{align*}
$$

where $\psi$ is a complex envelope, the potential $U$ is real, and $\beta$ is a positive constant. The equation of motion follows by the principle of least action,

$$
\begin{equation*}
i \partial_{t} \psi+\partial_{x}^{2} \psi+U^{\prime} \psi-\beta\left(\partial_{x}^{2}|\psi|^{2}\right) \psi=0 \tag{3}
\end{equation*}
$$

Here the prime denotes a derivative with respect to the argument. Note that Eq. (3) is a generalized nonlinear Schrödinger equation; special forms of (3) have been derived for various physical situations. ${ }^{8-19}$

In the following, we assume that localized and analytic quasistationary solutions exist. The latter we write in the form

$$
\begin{equation*}
\psi_{s}=G\left(x, \eta_{s}^{2}\right) \exp \left(i \eta_{s}^{2} t\right) \tag{4}
\end{equation*}
$$

where $G$ follows from

$$
\begin{equation*}
-\eta_{s}^{2} G+\partial_{x}^{2} G+U^{\prime}\left(G^{2}\right) G-\beta\left(\partial_{x}^{2} G^{2}\right) G=0 \tag{5}
\end{equation*}
$$

The form of the solutions $G$ will be discussed later [when evaluating the criterion (1) for various model equations].
Here we only note that, after multiplying by $\partial_{x} G$, Eq. (5) can be integrated once, i.e.,

$$
\begin{equation*}
\left(\partial_{x} G\right)^{2}\left(1-2 \beta G^{2}\right)-\eta_{s}^{2} G^{2}+U\left(G^{2}\right)=0 \tag{6}
\end{equation*}
$$

Equation (6) shows that the soliton solutions follow by simple integration.

Next, we study the constants of motion for Eq. (3). Multiplying with $\psi^{*}$, subtracting the complex conjugate, and integrating over space, we find

$$
\begin{equation*}
\partial_{t} N=0 \tag{7}
\end{equation*}
$$

where the quasiparticle number

$$
\begin{equation*}
N=\int_{-\infty}^{+\infty} d x|\psi|^{2} \tag{8}
\end{equation*}
$$

has been introduced.
Multiplying both sides of Eq. (3) with $\partial_{t} \psi^{*}$, adding the complex conjugate (c.c), and integrating over space, we find the energy conservation

$$
\begin{equation*}
\partial_{t} E=0 \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
E=\int d x\left[\left|\partial_{x} \psi\right|^{2}-U\left(|\psi|^{2}\right)-\frac{\beta}{2}\left(\partial_{x}|\psi|^{2}\right)^{2}\right] \tag{10}
\end{equation*}
$$

In the following we shall only need these two conserved quantities; because of translational invariance, the momentum conservation law is not important.

## III. INSTABILITY CRITERION AND GROWTH RATE

Now we perturb the soliton in the form

$$
\begin{equation*}
\psi=(G+a+i b) \exp \left(i \eta_{s}^{2} t\right) \tag{11}
\end{equation*}
$$

and study the evolution of the perturbations $a$ and $b$. In general, the analysis should be nonlinear. Here we show only the linear part since the basic conclusions are not changed when a nonlinear calculation is performed. [A general nonlinear instability calculation will be presented elsewhere. ${ }^{20}$ ]

After some algebra, we obtain

$$
\begin{equation*}
\partial_{t} a=H_{+} b \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{t} b=-H_{-} a, \tag{13}
\end{equation*}
$$

where the Schrödinger operators $H_{+}$and $H_{-}$are defined as

$$
\begin{align*}
& H_{+}=-\partial_{x}^{2}+\eta_{s}^{2}-U^{\prime}+\beta\left(\partial_{x}^{2} G^{2}\right)  \tag{14}\\
& H_{-}=H_{+}-2 G^{2} U^{\prime \prime}+2 \beta G \partial_{x}^{2} G \tag{15}
\end{align*}
$$

It is not necessary to know the explicit form of $G$ in order to discuss some spectral properties of $H_{+}$and $H_{\ldots}$. All we need are the relations

$$
\begin{align*}
& H_{+} G=0  \tag{16}\\
& H_{-} \partial_{x} G=0, \tag{17}
\end{align*}
$$

and the assumption that $G$ is a bell-shaped soliton (without any nodes). Then $H_{+}$is positive semidefinite, and $H_{-}$has one negative eigenvalue, since $\partial_{x} G$ has one node. Obviously, $H_{+}$and $H_{-}$are symmetric with respect to the scalar product $\langle u \mid v\rangle \equiv \int_{-\infty}^{+\infty} d x u v$ [note also the definition
$\left.\langle u| H|v\rangle=\int_{-\infty}^{+\infty} d x u H v\right]$. Since $\partial_{t}\langle a \mid G\rangle=0$ due to (12) and (16), it is sufficient to treat perturbations with $\langle a \mid G\rangle=0$.

In the case of instability, a variational principle can be derived for the maximum growth rate $\gamma$. Using the results of Refs. 21 and 22, we consider functions $\xi$ being perpendicular to the kernel of $H_{+}$and set $D \equiv 0, N \equiv H_{+}^{-1}$, and $F \equiv-H_{-}$. Here and in the following the components of $\xi$ being parallel to $G$ (note $H_{+} G=0$ ) vanish, i.e., $\langle\xi \mid G\rangle=0$.

Then, we have

$$
\begin{equation*}
\gamma^{2}=\sup _{\substack{\xi \\\langle\zeta \mid G\rangle=0}} \frac{-\langle\xi| H_{-}|\xi\rangle}{\langle\xi| H_{+}^{-1}|\xi\rangle} \tag{18}
\end{equation*}
$$

To derive an instability criterion, we construct a $\xi$, with $\langle\xi \mid G\rangle=0$, such that $\langle\xi| H_{-}|\xi\rangle<0$.

Let us consider

$$
\begin{equation*}
\xi=\left\langle\xi_{-} \mid G\right\rangle H_{-}^{-1} G-\langle G| H_{-}^{-1}|G\rangle \xi_{-}, \tag{19}
\end{equation*}
$$

where $H_{-}^{-1} G$ is defined by

$$
\begin{equation*}
H_{-}^{-1} G=-\partial_{\eta_{s}^{2}} G, \tag{20}
\end{equation*}
$$

and $\xi_{-}$is an arbitrary function with $\left\langle\xi_{-}\right| H_{-}\left|\xi_{-}\right\rangle<0$.
The latter always exists since $H_{-}$has a negative eigenvalue.

Using Eq. (19) we find

$$
\begin{align*}
\langle\xi| H_{-}|\xi\rangle= & -\langle G| H_{-}^{-1}|G\rangle\left(\left\langle\xi_{-} \mid G\right\rangle^{2}\right. \\
& \left.-\langle G| H_{-}^{-1}|G\rangle\left\langle\xi_{-}\right| H_{-}\left|\xi_{-}\right\rangle \mid\right) . \tag{21}
\end{align*}
$$

Thus instability can occur provided

$$
\begin{equation*}
\langle G| H_{-}^{-1}|G\rangle>0 \tag{22}
\end{equation*}
$$

and from Eq. (20) it is obvious that this means

$$
\begin{equation*}
\partial_{\eta_{s}^{2}} N_{s}<0, \tag{23}
\end{equation*}
$$

where $N_{s}$ is the soliton quasiparticle number

$$
\begin{equation*}
N_{s}=\int_{-\infty}^{+\infty} d x G^{2} \tag{24}
\end{equation*}
$$

So far, condition (23) is only sufficient for instability. In the next section we shall derive a sufficient criterion for stability which covers just the opposite region.

## IV. STABILITY REGION

To discuss the stability properties, we construct a Liapunov functional out of the constants of motion. We choose

$$
\begin{align*}
L= & \int_{-\infty}^{+\infty} d x\left[\left|\partial_{x} \psi\right|^{2}-U\left(|\psi|^{2}\right)-\frac{\beta}{2}\left(\partial_{x}|\psi|^{2}\right)^{2}\right. \\
& \left.-\left(\partial_{x} G\right)^{2}+U\left(G^{2}\right)+\frac{\beta}{2}\left(\partial_{x} G^{2}\right)^{2}\right] \\
& +\eta_{s}^{2}\left(\frac{N}{N_{s}}\right)^{\theta} \int_{-\infty}^{+\infty} d x\left[|\psi|^{2}-G^{2}\right], \tag{25}
\end{align*}
$$

where $N$ and $N_{s}$ are defined by (8) and (24). The parameter $\theta$ is any large positive number; its lower limit will be determined later.

Since $L$ is built out of constants of motion,

$$
\begin{equation*}
\partial_{t} L=0 \tag{26}
\end{equation*}
$$

follows. Furthermore,

$$
\begin{equation*}
L=0 \quad \text { for } \psi=G \exp \left(i \eta_{s}^{2} t\right) \tag{27}
\end{equation*}
$$

is trivially satisfied. All we have to show is $L>0$ in a small neighborhood of the stationary solution; in other words, $L$ should have a minimum at the stationary point.

Calculating the first variation, we find

$$
\begin{align*}
\delta L= & \int_{-\infty}^{+\infty} d x\left[-\partial_{x}^{2} G-U^{\prime} G\right. \\
& \left.+\beta\left(\partial_{x}^{2} G\right) G+\eta_{s}^{2} G\right] \delta \psi^{*}+\text { c.c. }=0 \tag{28}
\end{align*}
$$

because of Eq. (5). Using again the notation (11), (14), and (15), the second variation reads

$$
\begin{align*}
\delta^{2} L= & \int_{-\infty}^{+\infty} d x\left(a H_{-} a+b H_{+} b\right) \\
& +4 \theta \frac{\eta_{s}^{2}}{N_{s}}\left[\int_{-\infty}^{+\infty} d x a G\right]^{2} \tag{29}
\end{align*}
$$

The stability theorem of Liapunov ${ }^{23}$ requires that $L$ can be estimated in terms of the norm. Here, we only treat the sec-ond-order term $\delta^{2} L$ explicitly; the higher-order contributions can be estimated easily by means of Sobolev inequalities. ${ }^{24}$

## A. Definiteness of $\delta^{2} L$

Since $H_{+}$is nonnegative, we investigate $\langle G| H_{-}|a\rangle$. In the following we shall always assume

$$
\begin{equation*}
\langle G| H_{-}^{-1}|G\rangle<0 \tag{30}
\end{equation*}
$$

since otherwise instability was shown already [see criterion (21)].

Let us first consider perturbations with $\langle a \mid G\rangle=0$. We expand all functions in terms of eigenfunctions of $H_{-}$, remembering that $H_{-}$has only one negative eigenvalue $\lambda_{-}$ corresponding to the eigenfunction $e_{-}$. A function $a$ has a component $a_{-}$parallel to that eigenfunction (subscript --) and a component $a_{1}$ perpendicular to the eigenfunction $e_{-}$ (subscript 1 ). We then have

$$
\begin{equation*}
\langle a| H_{-}|a\rangle=-\left|\lambda_{-}\right|\left\langle a_{-} \mid a_{-}\right\rangle+\left\langle a_{1}\right| H_{-}\left|a_{1}\right\rangle . \tag{31}
\end{equation*}
$$

Furthermore, abbreviating

$$
\begin{equation*}
F=H_{-}^{-1} G \tag{32}
\end{equation*}
$$

we get

$$
\begin{equation*}
0=-\left|\lambda_{-}\right|\left\langle a_{-} \mid F_{-}\right\rangle+\left\langle a_{1}\right| H_{-}\left|F_{1}\right\rangle \tag{33}
\end{equation*}
$$

Using Eq. (33) and Schwarz inequality, one finds

$$
\begin{equation*}
\left\langle a_{1}\right| H_{-}\left|a_{\perp}\right\rangle \geqslant\left|\lambda_{-}\right|^{2}\left\langle a_{-} \mid F_{-}\right\rangle^{2} /\left\langle F_{\perp}\right| H_{-}\left|F_{\perp}\right\rangle . \tag{34}
\end{equation*}
$$

For

$$
\begin{equation*}
\langle G| H^{-1}|G\rangle=\langle F| H_{-}|F\rangle<0 \tag{35}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\langle | F_{\perp}\left|H_{-}\right| F_{1}| \rangle<\left|\lambda_{-}\right|\left\langle F_{-} \mid F_{-}\right\rangle . \tag{36}
\end{equation*}
$$

Combining (31), (34), and (36), we get the desired result

$$
\begin{equation*}
\langle a| H_{-}|a\rangle \geqslant 0 \tag{37}
\end{equation*}
$$

Next, we have to allow for perturbations with $\langle a \mid G\rangle \neq 0$. Then ${ }^{21}$

$$
\begin{equation*}
\inf _{\substack{a \\\langle a G\rangle \neq 0}} \frac{\langle a| H_{-}|a\rangle}{\langle a \mid G\rangle^{2}}=\langle G| H_{-}^{-1}|G\rangle^{-1} \tag{38}
\end{equation*}
$$

implying

$$
\begin{align*}
& \langle a| H_{-}|a\rangle+4 \theta\left(\eta_{s}^{2} / N_{s}\right)\langle a \mid G\rangle^{2} \\
& \quad \geqslant\left[\langle G| H_{-}^{-1}|G\rangle^{-1}+4 \theta \eta_{s}^{2} / N_{s}\right]\langle a \mid G\rangle^{2} \tag{39}
\end{align*}
$$

Thus choosing

$$
\begin{equation*}
\theta>-\langle G| H_{-}^{-1}|G\rangle N_{s} / 4 \eta_{s}^{2} \tag{40}
\end{equation*}
$$

again $\delta^{2} L \geqslant 0$ follows. Inequality (40) determines a proper lower limit for $\theta$ which we should choose in the definition of $L$, Eq. (25).

From this rough discussion we conclude that $L$ is nonnegative in the neighborhood of the stationary soliton state. Region (30) is indeed the stability region as will be proved next.

## B. Stability with respect to form

From (29), we can immediately recognize that two modes can make $\delta^{2} L=0$ : (i) $b=G$ and $a=0$ or (ii) $a=\partial_{x} G$ and $b=0$. We call these the rotation and translation modes, respectively. The motivation for this nomenclature is the following. If we translate the original soliton and rotate the
phase,

$$
\begin{align*}
\psi_{s} & =G(x) e^{i \eta_{t}^{2} t} \rightarrow \psi_{s}\left(\alpha_{1}, \alpha_{2}\right) \\
& =G\left(x-\alpha_{1}\right) e^{i \eta_{0}^{2} t+i x_{z}}, \tag{41}
\end{align*}
$$

we get a soliton of the same form. Stability with respect to form ${ }^{3}$ only requires that the perturbed soliton does not deviate significantly in time from a soliton of the same form compared with the original stationary state. Physically, it would be also unjustified to call a solitary wave unstable when the distance (metric) between the perturbed and unperturbed states grows in time. For example, an amplitude perturbation can lead to a different translation velocity whereas the form of the soliton is only slightly changed. An invariant set consisting of all functions which differ from the original unperturbed state by arbitrary translations and rotations in phase should be introduced. The distance between a perturbed state and the invariant set will be found by minimizing with respect to the shift parameters. This defines the socalled closest solitary wave (reference state) being identical in form to the original unperturbed state.

Since the perturbed state may show in its time evolution a translation and rotation, we write it in the form

$$
\begin{align*}
\psi=\varphi e^{i \eta_{\eta^{2}}} \equiv & {\left[G\left(x-x_{0}\right)+a\left(x-x_{0}, t\right)\right.} \\
& \left.+i b\left(x-x_{0}, t\right)\right] e^{i y_{v}, e^{i \eta_{t}^{2} t}} . \tag{42}
\end{align*}
$$

The reference state is then determined by

$$
\begin{equation*}
\frac{\partial}{\partial \alpha_{i}}\left|\left|\varphi-G\left(x-\alpha_{1}\right) e^{i \alpha_{2}} \|^{2}\right|_{\substack{\alpha_{1}=x_{11} \\ \alpha_{2}=y_{i n}}}=0, \quad i=1,2\right. \tag{43}
\end{equation*}
$$

where we use the usual Sobolev norm ${ }^{24}$

$$
\begin{equation*}
\|A\|^{2}=\int_{-\infty}^{+\infty} d x\left[\left|\partial_{x} A\right|^{2}+\eta_{s}^{2}|A|^{2}\right] \tag{44}
\end{equation*}
$$

Evaluating (43), we find for $i=1$,

$$
\begin{equation*}
\int_{\infty}^{+\infty} d x \text { a } \partial_{x}\left(\frac{\partial U}{\partial G^{2}} G-\beta \frac{\partial^{2} G}{\partial x^{2}} G\right)=0 \tag{45}
\end{equation*}
$$

and for $i=2$,

$$
\begin{equation*}
\int_{\infty}^{+\infty} d x b\left(\frac{\partial U}{\partial G^{2}} G-\beta \frac{\partial^{2} G}{\partial x^{2}} G\right)=0 \tag{46}
\end{equation*}
$$

It is now obvious that the consistency relations (45) and (46) forbid the (i) rotation and (ii) translation modes (and their linear combinations).

Accepting the constraints (45) and (46), which follow from the concept of form stability, it is now possible to estimate $\delta^{2} L$ in terms of the norm.

## C. Estimate in terms of the norm

It is needed ${ }^{23}$ to construct upper and lower bounds for $\delta^{2} L$ in terms of the norm. Upper bounds are trivially found; we concentrate on the lower bounds.

Let us first consider $\langle b| H_{+}|b\rangle$. The consistency relation (46) can be written in the form

$$
\begin{equation*}
\eta_{s}^{2}\langle b \mid G\rangle=\left\langle b \mid \partial_{x}^{2} G\right\rangle \tag{47}
\end{equation*}
$$

Splitting $b$ into two parts,

$$
\begin{equation*}
b=b_{s} G+b_{\perp} \equiv b_{\|}+b_{1}, \tag{48}
\end{equation*}
$$

and remembering that the continuum of $H_{+}$starts at a value
larger than zero, we get

$$
\begin{equation*}
\langle b| H_{+}|b\rangle \geqslant \epsilon_{1}\left\langle b_{1} \mid b_{\perp}\right\rangle, \tag{49}
\end{equation*}
$$

where $\epsilon_{1}$ is a small positive number. (Here, and in the following, $\epsilon_{v}$ are positive quantities which can be chosen appropriately.) Using (47) and Schwarz inequality, one gets

$$
\begin{equation*}
b_{s}^{2}\left(\eta_{s}^{2}\langle G \mid G\rangle+\left\langle\partial_{x} G \mid \partial_{x} G\right\rangle\right)^{2} \leqslant\left\langle b_{\perp} \mid b_{1}\right\rangle\left\langle\partial_{x}^{2} G \mid \partial_{x}^{2} G\right\rangle, \tag{50}
\end{equation*}
$$

so that the parallel component $\left\langle b_{\|} \mid b_{\|}\right\rangle$can be estimated in terms of $\left\langle b_{1} \mid b_{1}\right\rangle$. Combining (49) and (50), we find

$$
\begin{equation*}
\langle b| H_{+}|b\rangle \geqslant \epsilon_{2}\langle b \mid b\rangle . \tag{51}
\end{equation*}
$$

To estimate $\langle b.| H_{+}|b\rangle$ in terms of the norm (44), we need another inequality where $\left\langle\partial_{x} b \mid \partial_{x} b\right\rangle$ appears. The latter follows for large numbers $n$ [so that $(n-1) \epsilon_{2}$ is larger than the absolute value of the minimum of $\left.-U^{\prime}+\beta \partial_{x}^{2} G\right]$ when the first term of the right-hand side of

$$
\begin{equation*}
n\langle b| H_{+}|b\rangle \geqslant\left\langle b \mid H_{+} b\right\rangle+(n-1) \epsilon_{2}\langle b \mid b\rangle \tag{52}
\end{equation*}
$$

is written out explicitly. Therefore, the estimate

$$
\begin{equation*}
\langle b| H_{+}|b\rangle \geqslant \epsilon_{3}\|b\|^{2} \tag{53}
\end{equation*}
$$

is sufficiently established.
Similar estimates have to be performed for $\langle a| H_{-}|a\rangle+4 \theta \eta_{s}^{2}\langle a \mid G\rangle^{2} N_{s}^{-1}$. Treating first the case $\langle a \mid G\rangle=0$, we can recalculate the steps (31)-(37) for $\langle G| H_{-}^{-1}|G\rangle \leqslant-\epsilon_{4}$. Here, we split $a$ into the parts

$$
\begin{equation*}
a=\tilde{a}_{-} e_{-}+\tilde{a}_{0} \partial_{x} G+a_{1} \equiv a_{-}+a_{0}+a_{1} \tag{54}
\end{equation*}
$$

Then we obtain, instead of (35),

$$
\begin{equation*}
\langle a| H_{-}|a\rangle \geqslant \epsilon_{5}\left\langle a_{-} \mid a_{-}\right\rangle . \tag{55}
\end{equation*}
$$

Writing

$$
\begin{equation*}
\langle a| H_{-}|a\rangle=\left(1-\epsilon_{6}\right)\langle a| H_{-}|a\rangle+\epsilon_{6}\langle a| H_{-}|a\rangle \tag{56}
\end{equation*}
$$

and inserting (55) for the first term on the right-hand side, we obtain after some straightforward algebra

$$
\begin{equation*}
\langle a| H_{-}|a\rangle \geqslant \epsilon_{7}\left[\left\langle a_{-} \mid a_{-}\right\rangle+\left\langle a_{1} \mid a_{1}\right\rangle\right] . \tag{57}
\end{equation*}
$$

The consistency relation (45) is now needed to include the part $\left\langle a_{\| \mid} \mid a_{\| \mid}\right\rangle$. We have

$$
\begin{equation*}
\eta_{s}^{2}\left\langle a \mid \partial_{x} G\right\rangle=\left\langle a \mid \partial_{x}^{3} G\right\rangle \tag{58}
\end{equation*}
$$

Decomposing $\partial_{x}^{3} G$ into a form similar to (54), i.e.,

$$
\begin{equation*}
\partial_{x}^{3} G=\gamma_{-}+\gamma_{0}+\gamma_{1} \tag{59}
\end{equation*}
$$

we find, after some algebra (when the Schwarz inequality has also been applied),

$$
\begin{align*}
\left\langle a_{0} \mid a_{0}\right\rangle & \left\langle\eta_{s}^{2} \partial_{x} G-\gamma_{0} \mid \eta_{s}^{2} \partial_{x} G-\gamma_{0}\right\rangle \\
\leqslant & \left\langle\gamma_{-}+\gamma_{\perp} \mid \gamma_{-}+\gamma_{\perp}\right\rangle \\
& \times\left[\left\langle a_{-} \mid a_{-}\right\rangle+\left\langle a_{\perp} \mid a_{\perp}\right\rangle\right] \tag{60}
\end{align*}
$$

Rearranging the constants, we can estimate $\left\langle a_{0} \mid a_{0}\right\rangle$ in terms of $\left\langle a_{-} \mid a_{-}\right\rangle+\left\langle a_{1} \mid a_{1}\right\rangle$. Combining with (57), we get

$$
\begin{equation*}
\langle a| H_{\ldots}|a\rangle \geqslant \epsilon_{\mathrm{g}}\langle a \mid a\rangle \tag{61}
\end{equation*}
$$

The arguments by which the term $\left\langle\partial_{x} a \mid \partial_{x} a\right\rangle$ [which supplements the right-hand side of (61) to $\left.\|a\|^{2}\right]$ can be estimated parallel those of the steps (52) and (53).

On the other hand, for $\langle a \mid G\rangle \neq 0$, and

$$
\begin{equation*}
a=\tilde{a}_{\|} G+a_{p} \equiv a_{\|}+a_{p} \tag{62}
\end{equation*}
$$

we immediately find

$$
\begin{align*}
& \langle a| H_{-}|a\rangle+4 \theta \eta_{s}^{2}\langle a \mid G\rangle^{2} / N_{s} \geqslant \delta^{2} \tilde{a}_{\|}^{2} \\
& \quad-2\left|\tilde{a}_{\|}\right|\left\langle H_{-} G \mid H_{-} G\right\rangle^{1 / 2}\left\langle a_{p} \mid a_{p}\right\rangle^{1 / 2}+\epsilon_{8}\left\|a_{p}\right\|^{2} \tag{63}
\end{align*}
$$

For large $\theta$, the constant $\delta^{2}$ becomes very large. Keeping part of the first term on the right-hand side of (63), combining the rest with the second term to a perfect square, and writing

$$
\begin{align*}
\tilde{a}_{\|}^{2}= & \epsilon_{9}\left\langle a_{\|} \mid a_{\|}\right\rangle+\left(1-\epsilon_{9}\langle G \mid G\rangle\right) \\
& \times\left\langle\partial_{x} G \mid \partial_{x} G\right\rangle^{-1}\left\langle\partial_{x} a_{\|} \mid \partial_{x} a_{\|}\right\rangle \tag{64}
\end{align*}
$$

we finally arrive at

$$
\begin{equation*}
\langle a| H_{-}|a\rangle+4 \theta \eta_{s}^{2}\langle a \mid G\rangle^{2} / N_{s} \geqslant \epsilon_{10}\|a\|^{2} \tag{65}
\end{equation*}
$$

The relations (53), (61), and (65) show that a lower bound of $L$ in terms of the norm exists. Together with the (trivially to construct) upper bound and the fact $\partial_{t} L=0$, stability in the sense of Liapunov follows for (30), i.e.,

$$
\begin{equation*}
\partial_{\eta_{s}^{2}} N_{s}>0 \tag{66}
\end{equation*}
$$

V. THE CASE $\partial_{\eta_{s}^{2}} N_{s}=0$

The case $\langle G| H_{-}^{-1}|G\rangle=0$ is not covered by the previous sections. We shall prove now that in this case unstable modes exist. The modes will grow quadratically in time during their initial evolution.

When stability with respect to form is considered, the linearized equations for the perturbations are

$$
\begin{align*}
\partial_{t} a & =H_{+} b+\dot{x}_{0} \partial_{x} G  \tag{67}\\
\partial_{t} b & =-H_{-} a-\dot{y}_{0} G . \tag{68}
\end{align*}
$$

Note that Eqs. (67) and (68) differ from Eqs. (12) and (13) since the ansatz (42) is used.

Investigating even perturbations $a$ and $b$, the consistency relation (45) demands

$$
\begin{equation*}
\dot{x}_{0}=0 \tag{69}
\end{equation*}
$$

in Eq. (67), whereas Eqs. (46) and (68) lead to

$$
\begin{align*}
\dot{y}_{0}= & -\left\langle\left. H_{-}\left(\frac{\partial U}{\partial G^{2}} G-\beta \frac{\partial^{2} G}{\partial x^{2}} G\right) \right\rvert\, a\right\rangle \\
& \times\left\langle G^{2} \left\lvert\, \frac{\partial U}{\partial G^{2}}-\beta \frac{\partial^{2} G}{\partial x^{2}}\right.\right\rangle \tag{70}
\end{align*}
$$

Let us investigate solutions of the form

$$
\begin{align*}
& a=a_{0}+a_{1} t+a_{2} t^{2}  \tag{71}\\
& b=b_{0}+b_{1} t+b_{2} t^{2} \tag{72}
\end{align*}
$$

Collecting equal powers of $t$, we successively find

$$
\begin{align*}
& a_{2}=H_{-1}^{-1} G  \tag{73}\\
& b_{2}=0 \tag{74}
\end{align*}
$$

$$
\begin{align*}
b_{1}= & 2 H_{+}^{-1} H_{-}^{-1} G-2\left\langle H_{+}^{-1} H_{-}^{-1} G\right| \frac{\partial U}{\partial G^{2}} G  \tag{75}\\
& \left.-\beta \frac{\partial^{2} G}{\partial x^{2}} G\right\rangle\left\langle\left.\frac{\partial U}{\partial G^{2}}-\beta \frac{\partial^{2} G}{\partial x^{2}} \right\rvert\, G^{2}\right\rangle^{-1} G \tag{76}
\end{align*}
$$

and

$$
\begin{align*}
& a_{0}=-2 H_{-}^{-1} H_{+}^{-1} H_{-}^{-1} G  \tag{77}\\
& b_{0}=0 \tag{78}
\end{align*}
$$

Note that the solvability condition requires

$$
\begin{equation*}
\langle G| H_{-}^{-1}|G\rangle=-\frac{1}{2} \partial_{\eta_{s}^{2}} N_{s}=0 . \tag{79}
\end{equation*}
$$

Furthermore, it should be mentioned that other modes, being constant in time or varying linearly with time, exist so that the solutions (71)-(78) are not unique. Nevertheless, we have explicitly constructed a growing mode which proves instability in the case $\partial_{\eta_{s}^{2}} N_{s}=0$. Although, within a linear instability calculation the modes seem to be only weakly growing, nonlinearly the instability can be quite fast, e.g., leading to a collapse in a finite time.

## VI. SUMMARY AND APPLICATIONS

In this paper, we have derived a necessary and sufficient stability criterion for envelope soliton solutions of generalized Schrödinger equations. All previous investigations were aiming for a sufficient stability criterion. Comparing with the often called $Q$-theorem for relativistically invariant solitons, there is no need to restrict the perturbations in any manner. For example, it is not necessary to allow only for perturbed states which have the same quasiparticle number $N$ as the soliton, i.e., $N=N_{s}$ (as it is often unnecessarily done for $Q$-stability).

For applications it is useful to note that usually the stability criterion can be evaluated without calculating the explicit form of $G\left(x, \eta_{s}^{2}\right)$. Let us assume that $G$ is an even function of $x$, and that $G$ is monotonically decreasing for $0 \leqslant x<\infty$. Making use of Eq. (6) and defining

$$
\begin{equation*}
I=-\int_{G_{\max }}^{0} \frac{G^{2}\left[1-2 \beta G^{2}\right]^{1 / 2}}{\left[\eta^{2} G^{2}-U\left(G^{2}\right)\right]^{1 / 2}} d G \tag{80}
\end{equation*}
$$

the system is stable if

$$
\begin{equation*}
\frac{d I}{d \eta}>0 \tag{81}
\end{equation*}
$$

We shall discuss now three interesting applications.
First, for spikons ${ }^{13-15}$ determined by

$$
\begin{equation*}
i \partial_{t} \psi+\partial_{x}^{2} \psi+|\psi|^{m} \psi=0, \quad m>0 \tag{82}
\end{equation*}
$$

analytic solutions exist. We have $\beta=0$ and

$$
\begin{equation*}
U=\left(\frac{1}{2} m+1\right)^{-1}|\psi|^{m+2} \tag{83}
\end{equation*}
$$

The value $G_{\max }$ follows from Eq. (6) for $\left.\partial_{x} G\right|_{\max }=0$, i.e.,

$$
\begin{equation*}
G_{\max }=\left[\eta^{2}\left(\frac{1}{2} m+1\right)\right]^{1 / m} . \tag{84}
\end{equation*}
$$

Then the integral $I$ (we shall use the index 1 for this case) follows from Eq. (80),

$$
\begin{equation*}
I_{1}=-\eta^{4 / m-1} \int_{[m / 2+1]^{1 / m}}^{\infty} \frac{z d z}{\left[1-\left(\frac{1}{2} m+1\right)^{-1} z^{m}\right]^{1 / 2}} \tag{85}
\end{equation*}
$$

The criterion (81) can be immediately evaluated to yield stability for $0<m<4$ and instability for $m \geqslant 4$.

Next, we investigate a well-known model ${ }^{25}$ for solitons formed by relativistic mass variation. The generalized Schrödinger equation is

$$
\begin{equation*}
i \partial_{t} \psi+\partial_{x}^{2} \psi-\left[\left(1+|\psi|^{2}\right)^{-1 / 2}-1\right] \psi=0 \tag{86}
\end{equation*}
$$

Again $\beta=0$, but

$$
\begin{equation*}
U=-2\left(1+|\psi|^{2}\right)^{1 / 2}+2+|\psi|^{2} \tag{87}
\end{equation*}
$$



FIG. 1. Plot of $I_{2}$ [see Eq. (89)] vs $\eta$. According to criterion (81), solitons (relatons) are stable.
and

$$
\begin{equation*}
G_{\max }=2 \eta /\left(\eta^{2}-1\right) \tag{88}
\end{equation*}
$$

with $\eta^{2}<1$. The integral (80) can be evaluated analytically,

$$
\begin{align*}
I_{2}= & {\left[\frac{1}{2} \pi+\pi \eta^{2}+3 \eta \sqrt{1-\eta^{2}}\right.} \\
& \left.-\left(1+2 \eta^{2}\right) \arcsin \sqrt{1-\eta^{2}}\right]\left(1-\eta^{2}\right)^{-5 / 2} . \tag{89}
\end{align*}
$$

In Fig. 1, $I_{2}$ is plotted as a function of $\eta$. One clearly sees that $I_{2}$ is monotonically increasing with $\eta$ leading to (longitudinal) stability for all $\eta$.

In the last application we investigate a model equation which has been derived for various modes in plasmas, ${ }^{12,25}$

$$
\begin{equation*}
i \partial_{t} \psi+\partial_{x}^{2} \psi+|\psi|^{2} \psi-\beta\left(\partial_{x}^{2}|\psi|^{2}\right) \psi=0 \tag{90}
\end{equation*}
$$

for $\beta>1$. We have

$$
\begin{equation*}
U=\frac{1}{2}|\psi|^{4} \tag{91}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{\max }=\sqrt{2} \eta \tag{92}
\end{equation*}
$$

Note that analytic solutions exist for

$$
\begin{equation*}
4 \beta \eta^{2}<1 \tag{93}
\end{equation*}
$$

In that regime, the integral ( 80 ) yields

$$
I_{3}=\frac{1}{2 \beta^{1 / 2}}\left[2 \beta^{1 / 2} \eta+\frac{1}{2}\left(1-4 \beta \eta^{2}\right) \ln \frac{1+2 \beta^{1 / 2} \eta}{1-2 \beta^{1 / 2} \eta}\right]
$$

The functional dependence $I_{3}=I_{3}(\eta)$ is depicted in Fig. 2 for various parameter values $\beta$. A critical $\eta_{c}$ exists such


FIG. 2. Plot of $I_{3}$ [see Eq. (94)] vs $\eta$ for various parameters $\beta$ (shown as labels on the curves). According to criterion (81), a transition from stable to unstable behavior occurs when the sign of the first derivative changes.
that for $\eta>\eta_{c}$ the system is unstable. Approximately, we have

$$
\begin{equation*}
\sqrt{\beta} \eta_{c} \approx 0.42 \tag{95}
\end{equation*}
$$

This stability region was also calculated by Litvak and Sergeev ${ }^{14}$ using results of Kolokolov ${ }^{7}$ for $\beta=0$. The case $\beta \neq 0$ and, more important, the proof of instability for $\eta \geqslant \eta_{c}$ is treated here first.

Other examples of nonlinear envelope wave equations can be investigated in a similar way. Generalizations to three-dimensional situations are in progress.
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#### Abstract

The Ecker-Weizel approximation technique is applied to the Schrödinger equation for a class of screened Coulomb potentials (Yukawa, Exponential cosine screened Coulomb and Hulthén) for any arbitrary angular momentum $l$. We find that the centrifugal term can be combined with the central screening potential to generate an effective Eckart potential with energy dependent strength parameters for which the $s$-wave Schrödinger equation is exactly solvable. Using this effective $s$-wave potential in the formalism of Fuda and Whiting for off-shell analysis, we obtain a closed expression for the off-shell Jost solution $f_{s, l}(k, q, r)$ in which $k$ is the on-shell momentum, $q$ is the off-shell momentum and the subscript $S$ means screening. It turns out that for nonzero angular momentum, usual Jost function $f_{S, l}(k, q)$ can not be defined for finite screening parameter $\lambda$. However, we find that the Jost solution, as well as the Jost function defined in the limit $\lambda \rightarrow 0$, show discontinuities at the on-shell point $q=k$, similar to the observation made by van Haeringen [Phys. Rev. A 18, 56 (1978)] for the $s$-wave Hulthén potential. For the $l=0$ case, we obtain explicit expressions for the off-shell and on-shell Jost solutions and Jost functions which possess the limiting behaviors discussed by van Haeringen for the Hulthén potential only. Our results not only extend previous works to higher partial waves, but at the same time indicate that certain limiting properties of the Jost solutions and the Jost functions are generally true for a class of screened Coulomb potentials.


PACS numbers: 03.65.Nk

## I. INTRODUCTION

During the last two decades, extensive investigations ${ }^{1-11}$ have been carried out on the analytic properties of the Jost solution and the Jost function which are important ingredients in the theory of nonrelativistic two-body scattering by spherically symmetric potentials. In a many-particle system, the various pairs of particles do not scatter elastically from each other, and therefore one needs off-shell quantities, in particular, the off-shell Jost solution and the Jost function from which one constructs $T$ - and $K$-matrices. Following the approach of van Leeuwen-Reiner to the $T$-matrix, ${ }^{12}$ Fuda and Whiting ${ }^{6}$ have proposed a method in which closed analytic expressions for both off-shell Jost solution and Jost function are obtainable. In fact, several authors ${ }^{6-11}$ have obtained analytic formulas for these quantities for a number of potentials, mostly for the $s$-wave case. Working in this line, van Haeringen ${ }^{9}$ has shown that for the $s$-wave Hulthén potential, the off-shell and the on-shell Jost solutions and the Jost functions possess certain interesting limiting behaviors. One of the interesting aspects of his work is that although the off-shell Hulthén-Jost solution and the Jost function smoothly go over to the corresponding Coulomb quantities in the limit of a vanishing screening parameter, such limits do not exist at the on-shell point $q=k$ due to the discontinuity arising out of the long-range nature of the Coulomb potential.

We conjecture that the limiting properties of the Jost solution and the Jost function shown by van Haeringen may
not be a special feature of the Hulthén potential only, but these may be inherent properties of a class of screened Coulomb potentials. Furthermore, it was worthwhile to study whether such analytic properties of the Jost solution and the Jost function are retained by higher angular momentum states. With this motivation, we have reexamined the work of van Haeringen for arbitrary $l$ for three potentials: static screened Coulomb or Yukawa (SSCP), ${ }^{13}$ exponential cosine screened Coulomb (ECSC), ${ }^{14}$ and the Hulthen potential. ${ }^{15}$ These potentials have wide applications in atomic scattering and nuclear and solid state physics. In Sec. II, we demonstrate that using the Ecker-Weizel approximation (EWA) procedure, ${ }^{16}$ the centrifugal term of the radial Schrödinger equation can be combined with the central screening potential to generate an effective Eckart potential ${ }^{17}$ with energy dependent strength parameters. Since it is well known that the Schrödinger equation for the Eckart potential is solvable for the $s$-wave, we simulate the $l$-dependence of the original problem through the $s$-wave solution of the reduced Eckart potential. This procedure is found to work well at least for the bound states. ${ }^{18}$

In Sec. III, we use our reduced Eckart potential in the framework of Fuda and Whiting ${ }^{6}$ for obtaining the off-shell Jost solution which satisfies an inhomogeneous differential equation. We find that although a compact expression for the off-shell Jost solution $f_{S, l}(k, q, r)$ is obtainable, it is difficult to define the off-shell Jost function $f_{\text {S. }}(k, q)$ in the conventional way ${ }^{1,9}$ for the finite screening coefficient $\lambda$. However, certain limiting conditions can be achieved in the limit
of a vanishing screening parameter. It is found that the Jost solution and the Jost function in the limit $\lambda \rightarrow 0$ exhibit discontinuity at the point where the off-shell and the on-shell momentums are equal. Similar discontinuity was noted by van Haeringen ${ }^{9}$ for the $s$-wave Hulthén potential problem.

In Sec. IV, we study the limiting properties of both offshell and on-shell Jost solutions and Jost functions for the $s$ wave. Since our work includes the Hulthén problem which has been thoroughly investigated by van Haeringen, ${ }^{9}$ our observations are relevant for the other two potentials, i.e., SSCP and ECSC. It is very interesting to notice that the limiting behaviors of the Jost solutions and the Jost functions are independent of the form of the screening potential or of the approximation scheme. This clearly indicates a generality in the analytic properties of the scattering quantities for a class of potentials having the same singularity structure at the origin. In Sec. V, we make a few concluding remarks.

## II. REDUCED ECKART POTENTIAL FROM EWA

For our discussion, we consider the following screened Coulomb potentials:

$$
V_{S}(r)= \begin{cases}V_{0} e^{-\lambda r} / r & \text { SSCP, }  \tag{2.1}\\ V_{0} e^{-\lambda r} \cos (\lambda r) / r & \text { ECSC, } \\ V_{0} \lambda e^{-\lambda r} /\left(1-e^{-\lambda \gamma}\right) & \text { Hulthén, }\end{cases}
$$

where $\lambda$ is the screening parameter. ${ }^{19}$ In the limit $\lambda \rightarrow 0$, these potentials smoothly go over to the Coulomb form

$$
\begin{equation*}
V_{C}(r)=V_{0} / r=2 \gamma k / r \tag{2.2}
\end{equation*}
$$

in which $\gamma$ is the Sommerfeld parameter. ${ }^{20}$ In order to demonstrate the applicability of the EWA procedure, we consider a specific case, say, the SSCP. The radial Schrödinger equation for this potential is

$$
\begin{equation*}
\frac{d^{2} \chi_{1}(r)}{d r^{2}}+\left[E-V_{0} e^{-\lambda r} / r-\frac{l(l+1)}{r^{2}}\right] \chi_{1}(r)=0 \tag{2.3}
\end{equation*}
$$

where we have used the units such that $\hbar=2 m=1$.
Following the standard substitution

$$
\begin{equation*}
\chi_{l}(r)=\exp \left(-\alpha r \mid v_{l}(r)\right. \tag{2.4}
\end{equation*}
$$

with

$$
\alpha=\sqrt{-E}
$$

and using the transformation of the variable

$$
\begin{equation*}
x=e^{-i r} \tag{2.5}
\end{equation*}
$$

Eq. (2.3) becomes

$$
\begin{align*}
& x(1-x) v_{l}^{\prime \prime}+(1+2 \alpha / \lambda)(1-x) v_{l}^{\prime} \\
& \quad+\left[\left(V_{0} / \lambda\right) f(x)-(l(l+1) /(1-x)) g(x)\right] v_{l}(x)=0, \tag{2.6}
\end{align*}
$$

in which

$$
\begin{equation*}
f(x)=(1-x) / \log x \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
g(x)=(1-x)^{2} / x \log ^{2} x \tag{2.8}
\end{equation*}
$$

For screened potentials with a definite value of the screening parameter $\lambda$, it is reasonable to assume that the effective maximum range of the radial coordinate $r_{\text {max }}$ is of the order $\sim 1 / \lambda$. Consequently, from (2.5), we get $x_{\min } \approx e^{-1}$. According to the prescription of EWA, ${ }^{16}$ the function $f(x)$ which varies slowly within the range $e^{-1} \leqslant x \leqslant 1$ (corresponding to $0 \leqslant r \leqslant \lambda^{-1}$ ) may be assumed to be a constant
$\gamma=-\left(1-e^{-i \bar{r}}\right) /(\lambda \bar{r})$, where $\bar{r}$ is some mean radial distance in the appropriate quantum state. The quantity $g(x)$ is equal to ( $\left.\left(1-e^{-\lambda \bar{r}}\right) / \lambda \bar{r}\right)^{2} e^{i \bar{r}}$ and this too is a slowly varying function, and thus $g(x)$ may also be considered to be a constant to the first approximation.

The advantage of considering both $f(x)$ and $g(x)$ to be approximately constants is that Eq. (2.6) can be recast into the standard hypergeometric equation. This approximation amounts to the fact that one essentially works with an effective potential which is in the Eckart form. ${ }^{17}$ For the potentials in (2.1), we thus obtain the effective potential

$$
\begin{equation*}
V_{E}(r)=V_{1} \frac{e^{-\lambda r}}{1-e^{-\lambda r}}+V_{2} \frac{e^{-\hat{}}}{\left(1-e^{-\lambda r}\right)^{2}} \tag{2.9}
\end{equation*}
$$

with
$V_{1}=\left\{\begin{array}{lll}\lambda V_{0}\left(1-e^{-i \bar{r}}\right) /(\lambda \bar{r}) & \mathrm{SSCP}, & (2.10 \mathrm{a}) \\ \lambda V_{0}\left[\left(1-e^{-\lambda \bar{r}}\right) / \lambda \bar{r}\right] \cos (\lambda \bar{r}) & \mathrm{ECSC}, & (2.10 \mathrm{~b}) \\ \lambda V_{0} & \text { Hulthén, } & (2.10 \mathrm{c})\end{array}\right.$
and

$$
\begin{equation*}
V_{2}=\lambda^{2} l(l+1)\left(\left(1-e^{-\lambda \bar{r}}\right) / \lambda \bar{r}\right)^{2} e^{\lambda \bar{r}} \tag{2.10~d}
\end{equation*}
$$

For the bound state problem (with $V_{0}=-1$ ), the Schrödinger equation for the potential (2.9) has been solved to obtain the eigenenergies (in atomic units)

$$
E_{n l}= \begin{cases}-\frac{1}{2}\left[\frac{1}{(n-l+\beta)}\left(\frac{1-e^{-\lambda \bar{r}}}{\lambda \bar{r}}\right)-\frac{(n-l+\beta) \lambda}{2}\right]^{2} & \text { SSCP }  \tag{2.11a}\\ -\frac{1}{2}\left[\frac{1}{(n-l+\beta)}\left(\frac{1-e^{-\lambda \bar{r}}}{\lambda \bar{r}}\right) \cos (\lambda \bar{r})-\frac{(n-l+\beta) \lambda}{2}\right]^{2} & \text { ECSC, } \\ -\frac{1}{2}\left[\frac{1}{(n-l+\beta)}-\frac{(n-l+\beta) \lambda}{2}\right]^{2} & \text { Hulthén, }\end{cases}
$$

with

$$
\begin{equation*}
\beta=-\frac{1}{2}+\left[l(l+1)\left(\left(1-e^{-\lambda \bar{r}} / \lambda \bar{r}\right)^{2} e^{\lambda \bar{r}}+\frac{1}{4}\right]^{1 / 2}\right. \tag{2.12}
\end{equation*}
$$

and the unnormalized eigenfunctions

$$
\begin{align*}
\chi_{n l}(r)= & e^{-\alpha r}\left(1-e^{-\lambda r}\right)^{\beta+1} \\
& \times{ }_{2} F_{1}\left(-n+l+1, n-l+1+2 \alpha / \lambda+2 \beta ; 1+2 \alpha / \lambda, e^{-\lambda r}\right) . \tag{2.13}
\end{align*}
$$

It turns out from Eq. (2.12) that $\beta>l$ for any finite value of $\lambda$, and $\beta$ equals $l$ only when $\lambda$ vanishes. In this limiting case, Eqs. (2.11) give the Coulomb result $E_{n}=-1 / 2 n^{2}$.

From Eq. (2.13), one restores the boundary condition

$$
\begin{equation*}
\chi_{n l}(r) \underset{r \rightarrow 0}{\sim} r^{(l+1)+o(\lambda)}, \quad \chi_{n l}(\infty)=0 \tag{2.14}
\end{equation*}
$$

It is important to point out that $\chi_{n l}(r)$ provides for a slightly greater repulsion near the origin than is allowed in an exact treatment of the problem. This is the price we pay for obtaining a simple analytic solution. One of the weaknesses of the EWA procedure is that $\bar{r}$ cannot be determined from first principles. However, it has been observed ${ }^{18,21}$ that the choice, $\bar{r}=1 /\langle 1 / r\rangle=n^{2}+O(\lambda)$ gives very good numerical agreement between the predicted energy values and the exact ones obtained from the numerical integration of the Schrödinger equation for various values of $n, l$, and $\lambda$. This gives us confidence that the replacement of the $\left[V_{S}(r)+l(l+1) / r^{2}\right]$ term in the Schrödinger equation by an effective Eckart potential (2.9) with coefficients depending on the energy-dependent parameter $\bar{r}$, can approximately simulate the effect of nonzero $l$.

## III. OFF-SHELL JOST SOLUTION: LIMITING BEHAVIOR

For obtaining the off-shell Jost solutions for the screened Coulomb potentials in (2.1) for nonzero $l$, we find it enough to consider the radial $s$-wave van Leeuwen-Reiner equation ${ }^{6,12}$ with our effective Eckart potential (2.9):

$$
\begin{equation*}
\left[\frac{d^{2}}{d r^{2}}+k^{2}-V_{E}(r)\right] f_{S, l}(k, q, r)=\left(k^{2}-q^{2}\right) e^{i q r} \tag{3.1}
\end{equation*}
$$

Here, $\mathbf{k}$ denotes the on-shell momentum related to the energy $E=k^{2}+i \epsilon, \epsilon<1$, and $\mathbf{q}$, an off-shell momentum. The off-shell Jost solution $f_{S, l}(k, q, r)$ is a solution of Eq. (3.1) with the prescribed asymptotic behavior:

$$
\begin{equation*}
\operatorname{Lim}_{r \ldots \infty} e^{-i q r} f_{S, l}(k, q, r)=1 \tag{3.2}
\end{equation*}
$$

The on-shell Jost solution is related to the off-shell one by

$$
\begin{equation*}
f_{S, 1}( \pm k, r)=\operatorname{Lim}_{q \rightarrow k} f_{S, 1}(k, \pm q, r) . \tag{3.3}
\end{equation*}
$$

Making the following substitutions stepwise,

$$
\begin{align*}
& f_{S . l}(k, q, r)=e^{i k r} v_{l}(r),  \tag{3.4a}\\
& e^{-i r}=x \tag{3.4b}
\end{align*}
$$

and

$$
\begin{equation*}
v_{l}(x)=x^{\mu}(1-x)^{\prime} U_{l}(x) \tag{3.4c}
\end{equation*}
$$

Equation (3.1) becomes

$$
\begin{align*}
x(1-x) & U_{i}^{\prime \prime}+U_{i}^{\prime}\left[\left(2 \mu+1-\frac{2 i k}{\lambda}\right)-x\left(2 \mu+2 v+1-\frac{2 i k}{\lambda}\right)\right] \\
& +U_{l}\left[\mu(\mu-1) \frac{1}{x}-\mu(\mu-1)-2 \mu v-v(v-1)+\frac{v(v-1)}{1-x}\right. \\
& \left.+\left(1-\frac{2 i k}{\lambda}\right) \frac{\mu}{x}-\mu\left(1-\frac{2 i k}{\lambda}\right)-v\left(1-\frac{2 i k}{\lambda}\right)-\frac{V_{1}}{\lambda^{2}}-\frac{V_{2}}{\lambda^{2}} \frac{1}{1-x}\right] \\
& =\frac{\left(k^{2}-q^{2}\right)}{\lambda^{2}}\left[x^{i(k-q) / \lambda-1}-x^{i(k-q) / \lambda}\right] . \tag{3.5}
\end{align*}
$$

To identify Eq. (3.5) with the inhomogeneous hypergeometric equation, ${ }^{22}$ we require that the last bracket on the left-hand side be independent of $x$. We thus get

$$
\begin{equation*}
\mu=0 \tag{3.6a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu=\frac{1}{2}\left[1-\left(1+4 V_{2} / \lambda^{2}\right)^{1 / 2}\right] \tag{3.6b}
\end{equation*}
$$

Using relations (3.6) in Eq. (3.5), one obtains

$$
\begin{equation*}
x(1-x) U_{l}^{\prime \prime}+U_{l}^{\prime}[C-(A+B+1) x]-A B U_{l}(x)=\left(\left(k^{2}-q^{2}\right) / \lambda^{2}\right)\left[x^{\sigma-1}-x^{\sigma}\right], \tag{3.7}
\end{equation*}
$$

where

$$
\begin{align*}
& A=v-i k / \lambda+i\left(k^{2}+V_{1}\right)^{1 / 2} / \lambda \\
& B=v-i k / \lambda-i\left(k^{2}+V_{1}\right)^{1 / 2} / \lambda,  \tag{3.8}\\
& C=1-2 i k / \lambda,
\end{align*}
$$

and

$$
\sigma=i(k-q) / \lambda
$$

A particular solution of Eq. (3.7) is given by ${ }^{22}$
$U_{l}(x)=\left(\left(k^{2}-q^{2}\right) / \lambda^{2}\right)\left[f_{\sigma}(A, B ; C ; x)-f_{\sigma+1}(A, B ; C ; x)\right]$,
in which the function $f_{\sigma}(A, B ; C ; x)$ is related to a generalized hypergeometric function by

$$
\begin{equation*}
f_{\sigma}(A, B ; C ; x)=\frac{x^{\sigma}}{\sigma(\sigma+C-1)}{ }_{3} F_{2}(1, A+\sigma, B+\sigma ; 1+\sigma, C+\sigma ; x) . \tag{3.10}
\end{equation*}
$$

This series converges when $|x|<1$; it converges when $|x|=1$ provided that $\operatorname{Re}(C-A-B)>0$. In our case, $|x|=\left|e^{-\lambda r}\right|<1$ for any finite $\lambda$. For a vanishing screening parameter, $|x|=1$, and in that case,

$$
\operatorname{Re}(C-A-B)=\operatorname{Re}(1-2 v)=\left(1+4 V_{2} / \lambda^{2}\right)^{1 / 2}>0
$$

Using the recurrence relation ${ }^{22}$

$$
\begin{equation*}
(A+\sigma)(B+\sigma) f_{\sigma+1}(A, B ; C ; z)=\sigma(C+\sigma-1) f_{\sigma}(A, B ; C, z)-z^{\sigma}, \tag{3.11}
\end{equation*}
$$

we finally obtain, from Eqs. (3.4a), (3.4c), (3.6), and (3.9)-(3.11), a closed expression for the off-shell Jost solution for arbitrary $l$ :

$$
\begin{align*}
f_{S, l}(k, q, r)= & \left(1-e^{-\lambda r}\right)^{v} e^{i q r}\left[1+e^{-\lambda r}\left\{(A+\sigma)(B+\sigma)-\left(\frac{k^{2}-q^{2}}{\lambda^{2}}\right)\right\}\right. \\
& \left.\times \frac{1}{(1+\sigma)(C+\sigma)}{ }_{3} F_{2}\left(1,1+A+\sigma, 1+B+\sigma ; 2+\sigma, 1+C+\sigma ; e^{-\lambda \eta}\right)\right] . \tag{3.12}
\end{align*}
$$

It is easy to see that our solution (3.12) gives the correct asymptotic behavior in Eq. (3.2). For the on-shell case, $k=q$, i.e., $\sigma=0$. Thus the on-shell Jost solution for the screened Coulomb potentials for any $l$ is given by

$$
\begin{equation*}
f_{S, l}(k, r)=\left(1-e^{-\lambda r}\right)^{\nu} e^{i k r}\left[1+e^{-\lambda r} \frac{A B}{(1+\sigma)(C+\sigma)^{3}} F_{2}\left(1,1+A, 1+B ; 2,1+C ; e^{-\lambda \eta}\right)\right] . \tag{3.13}
\end{equation*}
$$

Although we have been able to obtain analytic expressions for the off-shell and on-shell Jost solutions for all $l$, it is difficult to define the corresponding Jost functions for the $l>0$ situation because of the factor ( $\left.1-e^{-\lambda r}\right)^{\nu}$.

We shall now obtain the limiting relation of $f_{S, l}(\bar{k}, r)$ for a vanishing screening coefficient, analogous to Eq. (34) of Ref. 9. As $\lambda \rightarrow 0$, one finds, from Eqs. (3.6b) and (3.8),

$$
\begin{align*}
& v \sim-l \\
& A \sim-l+i V_{0} / 2 k=-l+i \gamma  \tag{3.14}\\
& B \sim-l-2 i k / \lambda-i \gamma \\
& C \simeq 1-2 i k / \lambda
\end{align*}
$$

Applying the connecting formula ${ }^{5}$

$$
\begin{align*}
{ }_{3} F_{2}(1, a, b ; 2, c ; z)= & \frac{(c-1)}{z(a-1)(b-1)} \\
& \times\left[{ }_{2} F_{1}(a-1, b-1 ; c-1 ; z)-1\right] \tag{3.15}
\end{align*}
$$

and using (3.14), we obtain, from Eq. (3.13) after some simplifications in the limit of the vanishingly small screening parameter $\lambda$,

$$
\begin{align*}
& \operatorname{Lim}_{\lambda \rightarrow 0} f_{S . l}(k, r) \\
& \quad \sim e^{i k r}(\lambda r)^{-l}{ }_{2} F_{1}(-l+i \gamma,-l-2 i k / \lambda-i \gamma ; \\
& \left.\quad 1-2 i k / \lambda ; e^{-i r}\right) . \tag{3.16}
\end{align*}
$$

Further, using the relation ${ }^{9}$

$$
\begin{equation*}
\operatorname{Lim}_{c} c^{-\delta}{ }_{2} F_{1}(\delta, b+c ; c ; 1-z / c)=U(\delta, \delta+b+1, z), \tag{3.17}
\end{equation*}
$$

where $U$ is an irregular solution of the confluent hypergeometric equation, we derive, from small $\lambda$,

$$
\begin{gather*}
(-2 i k / \lambda)^{l-i \gamma} F_{1}(-l+i \gamma,-l-2 i k / \lambda-i \gamma \\
\left.\quad 1-2 i k / \lambda ; e^{-\lambda \eta}\right) \\
\simeq U(-l+i \gamma,-2 l,(-2 i k r)) \tag{3.18}
\end{gather*}
$$

Thus from Eqs. (3.16) and (3.18), we get

$$
\begin{align*}
& (-2 i k / \lambda)^{\prime-i \gamma} f_{S, l}(k, r) \\
& \quad \simeq(\lambda r)^{-!} e^{i k r} U(-l+i \gamma,-2 l,-2 i k r) . \tag{3.19}
\end{align*}
$$

It is known that ${ }^{23}$

$$
\begin{equation*}
U(\beta, c, z)=z^{1-c} U(\beta+1-c, 2-c, z) \tag{3.20}
\end{equation*}
$$

and so we obtain, from Eqs. (3.19) and (3.20) for small $\lambda$,

$$
\begin{align*}
(-2 i k & / \lambda)^{1-i \gamma} f_{S, l}(k, r) \sim(\lambda r)^{-i} e^{i k r}(-2 i k r)^{2 l+1} \\
& \times U(l+1+i \gamma, 2 l+2,-2 i k r) \\
= & (-2 i k / \lambda)^{\prime} e^{-\pi \gamma / 2}\left[e^{i k r+\pi \gamma / 2}(-2 i k r)^{l+1}\right. \\
& \times U(l+1+i \gamma, 2 l+2,-2 i k r)] . \tag{3.21}
\end{align*}
$$

The bracketed term on the right-hand side of Eq. (3.21) is the Coulomb on-shell Jost solution ${ }^{9}$

$$
\begin{align*}
f_{C, l}(k, r)= & e^{i k r+\pi \gamma / 2} \\
& \times(-2 i k r)^{l+1} U(l+1+i \gamma, 2 l+2,-2 i k r) . \tag{3.22}
\end{align*}
$$

It is now easy to check that Eqs. (3.21) and (3.22) give

$$
\begin{equation*}
\operatorname{Lim}_{\lambda \rightarrow 0}(2 k / \lambda)^{-i \gamma} f_{S, l}(k, r)=f_{C, l}(k, r), \tag{3.23}
\end{equation*}
$$

which indicates that the on-shell Jost solution for the screened Coulomb potentials has no limit for $\lambda \rightarrow 0$ even when $l \neq 0$. Our Eq. (3.23) is the generalized version of the van Haeringen result [Eq. (34) of Ref. 9] for any screened Coulomb potential for arbitrary $l$.

From Eq. (3.23), it is also clear that we can define the $l$ nonzero Jost function only under the limiting situation
$\lambda \rightarrow 0$. We find

$$
\begin{align*}
\operatorname{Lim}_{\lambda \rightarrow 0} & \operatorname{Lim}_{r \rightarrow 0}(2 k / \lambda)^{-i \gamma} f_{S, l}(k, r) \\
& =\operatorname{Lim}_{\lambda}(2 k / \lambda)^{-i \gamma} f_{S, l}(k)=f_{C, l}(k), \tag{3.24}
\end{align*}
$$

where $f_{C, l}(k)$ is the on-shell Coulomb Jost function. A similar relation was obtained by van Haeringen [Eq. (40h) of Ref. 9] for the $s$-wave case, and that is only for the Hulthén potential.

## IV. s-WAVE JOST SOLUTION, JOST FUNCTION AND LIMITING RELATIONS

Here, we derive explicit expressions for the $s$-wave offshell and on-shell Jost solutions and Jost functions for three different screened Coulomb potentials given in (2.1). Since van Haeringen discussed the Hulthén problem elaborately, our observations are mainly concerned with SSCP and ECSC potentials. For the $s$-wave, setting $l=0$ we have

$$
\begin{align*}
& \nu=0 \\
& A=-i k / \lambda+i\left(k^{2}+V_{1}\right)^{1 / 2} / \lambda, \\
& B=-i k / \lambda-i\left(k^{2}+V_{1}\right)^{1 / 2} / \lambda,  \tag{4.1}\\
& C=1-2 i k / \lambda .
\end{align*}
$$

From Eq. (3.12), we obtain the off-shell Jost solution (suppressing the suffix for $l$ )

$$
\begin{align*}
& f_{S}(k, q, r) \\
& =e^{i q r}\left[1+e^{-\lambda r} \frac{A B}{(1+\sigma)(C+\sigma)}\right. \\
& \left.\quad \times_{3} F_{2}\left(1,1+A+\sigma, 1+B+\sigma ; 2+\sigma, 1+C+\sigma, e^{-\lambda r}\right)\right] \tag{4.2}
\end{align*}
$$

and the off-shell Jost function

$$
\begin{equation*}
f_{S}(k, q)=\operatorname{Lim}_{r \rightarrow 0} f_{S}(k, q, r)=\frac{\Gamma(1+\sigma) \Gamma(C+\sigma)}{\Gamma(1+A+\sigma) \Gamma(1+B+\sigma)} \tag{4.3}
\end{equation*}
$$

In arriving at Eq. (4.2) from Eq. (4.1), we have applied the technique of Baheti and Fuda. ${ }^{5}$ For the on-shell case, one has $\sigma=0$. Thus from Eqs. (4.2) and (4.3), we obtain the on-shell Jost solution and the Jost function

$$
\begin{align*}
f_{S}(k, r)= & e^{i k r}\left[1+e^{-\lambda r}(A B / C)\right. \\
& \left.\times{ }_{3} F_{2}\left(1,1+A, 1+B ; 2,1+C ; e^{-\lambda r}\right)\right],  \tag{4.4}\\
f_{S}(k)= & \frac{\Gamma(C)}{\Gamma(1+A) \Gamma(1+B)} . \tag{4.5}
\end{align*}
$$

Our expressions (4.2)-(4.5) are identical to the corresponding analytic formulas derived by van Haeringen ${ }^{9}$ for the Hulthén potential, except the fact that our $A$ and $B$ depend on $V_{1}$ which is different for different screened Coulomb potentials. So for the finite screening parameter $\lambda$, one essentially gets different results for different potentials.

We have already shown in Eqs. (3.23) and (3.24) that the on-shell Jost solution and the Jost function show discontinuities in the limit $\lambda \rightarrow 0$. The same results are therefore true for Eqs. (4.2) and (4.5). Since there is no well-defined off-shell Jost function for $l>0$, we could not study its limiting behavior. However for the $s$-wave, we have obtained the off-shell Jost function for finite $\lambda$ for various screened Coulomb potentials and it is worthwhile to study its limiting property. From Eq. (4.3), we find
$\operatorname{Lim}_{\lambda .0} f_{S}(k, q)$
$=\frac{\Gamma[1+i(k-q) / \lambda] \Gamma[1-i(k+q) / \lambda]}{\Gamma\left(1+i V_{0} / 2 k+i(k-q) / \lambda\right) \Gamma\left(1-i V_{0} / 2 k-i(k+q) / \lambda\right)}$.

Using the property

$$
\begin{align*}
& \frac{\Gamma(z+\alpha)}{\Gamma(z+\beta)}=z^{\alpha-\beta}\left[1+O\left(z^{-1}\right)\right] \quad \text { as } \quad z \rightarrow \infty, \\
& 0<\arg z<\pi \tag{4.7}
\end{align*}
$$

we get

$$
\begin{equation*}
\operatorname{Lim}_{\lambda \cdot 0} f_{S}(k, q)=\left(\frac{q+k}{q-k}\right)^{i V_{, / 2 k}} . \tag{4.8}
\end{equation*}
$$

Since, from Eq. $(2,2), V_{0}=2 \gamma k$, we finally obtain

$$
\begin{equation*}
\operatorname{Lim}_{i \cdot 0} f_{S}(k, q)=\left(\frac{q+k}{q-k}\right)^{i \gamma}=f_{C}(k, q) \tag{4.9}
\end{equation*}
$$

where $f_{C}(k, q)$ is the $s$-wave Coulomb off-shell Jost function. ${ }^{9}$ An identical expression was obtained by van Haeringen for the Hulthén potential.

For the Hulthén off-shell Jost solution, van Haeringen conjectured that it should smoothly go to the Coulomb offshell Jost solution [see Eq. (40k) of Ref. 9] when the screening is switched off. We believe that this happens to other screened Coulomb potentials also, and hence we expect

$$
\begin{equation*}
\operatorname{Lim}_{\lambda \rightarrow 0} f_{S}(k, q, r)=f_{C}(k, q, r), \quad q \neq k \tag{4.10}
\end{equation*}
$$

Finally, we find that Eq. (4.2) admits the following interchangeability of the limits:

$$
\operatorname{Lim}_{r \rightarrow 0} \operatorname{Lim}_{\lambda \rightarrow 0} f_{S}(k, q, r)=\operatorname{Lim}_{\lambda \rightarrow 0} \operatorname{Lim}_{r \rightarrow 0} f_{S}(k, q, r)=f_{C}(k, q)
$$

and

$$
\operatorname{Lim}_{r \rightarrow 0} \operatorname{Lim}_{q \rightarrow k} f_{S}(k, q, r)=\operatorname{Lim}_{q \rightarrow k} \operatorname{Lim}_{r \rightarrow 0} f_{S}(k, q, r)=f_{S}(k)
$$

which were shown to be true only in the case of the Hulthén potential.

## V. CONCLUSIONS

We have made an attempt to generalize the work of van Haeringen ${ }^{9}$ on the limiting behaviors of the $s$-wave, off-shell, and on-shell Jost solutions and Jost functions for a class of screened Coulomb potentials. Extension to higher partial waves has been achieved through the use of Ecker-Weizel approximation procedure by means of which we construct an effective $s$-wave Eckart potential for which the problem is analytically solvable. Our analytic formula for the off-shell Jost solution for any $l$ has the same limiting behavior shown earlier by van Haeringen for the $s$-wave Hulthén problem. For nonzero $l$, the second term of the Eckart potential in Eq. (2.9) remains, which means that there is a singularity $\sim 1 / r^{2}$ at the origin, and hence the usual definition of the Jost function is not applicable. However, for the $s$-wave, we obtain closed analytic expressions for the off-shell and on-shell Jost solutions as well as Jost functions for all the screened potentials considered in this paper. We have been able to demonstrate that certain limiting behaviors of these scattering quantities are inherent properties of a variety of screened Coulomb potentials. Finally we would like to mention that there is no physical ambiguity in pursuing Ecker-Weizel approximation to the off-energy-shell region.
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#### Abstract

A modification of a previous semiclassical explanation of the Lamb shift is shown to be applicable to all levels in hydrogenic ions. The phenomenon responsible for the level shifts has not been considered explicitly in other quantum electrodynamic or semiclassical theories, but it is shown that it should be a source of observable energy changes. An approximate calculation for hydrogen $s$ states gives $\Delta E_{1 s}=0.25748 \mathrm{~cm}^{-1}$ (experimental $\Delta E_{1 s}=0.2722 \mathrm{~cm}^{-1}$ ), $\Delta E_{2 s}=0.03755$ $\mathrm{cm}^{-1}=1125.7 \mathrm{MHz}$ (experimental $\Delta E_{2 s}=0.03528 \mathrm{~cm}^{-1}$ ), and $\Delta E_{3 s}=0.01166 \mathrm{~cm}^{-1}$ (experimental $\Delta E_{3 s}=0.0088 \mathrm{~cm}^{-1}$ ), but more important is the demonstration of an effect which should apparently be involved in any theory of the Lamb shift.


PACS numbers: 03.65.Sq

There has been great interest in the Lamb shift ever since the original confirmation of the small energy difference between the $2 S_{1 / 2}$ and $2 P_{1 / 2}$ states in hydrogen by Lamb and Retherford in 1947, and its almost simultaneous theoretical calculation by Bethe by the methods of quantum electrodynamics. It long remained a phenomenon which was considered purely as a manifestation of quantum electrodynamic effects. The quantitative success of the QED calculations, however, did not eliminate the desire for a simple intuitive picture of the phenomenon. Along with the more recent resurgence of interest in semiclassical ideas, there have appeared a number of discussions concerning the physical origin of the Lamb shift. ${ }^{1}$ These have included both new physical interpretations of the QED derivation and new semiclassical theories based on several alternative concepts of its source. ${ }^{2}$ The purpose of the following discussion is to suggest another, different semiclassical interpretation of the Lamb shift, which, although similar in spirit to recent neoclassical ideas, is based on electromagnetic effects which have been previously excluded from consideration. It is suggested that the true source of the Lamb shift may be found in the interactions involving the longitudinal electromagnetic fields of the atom, rather than in the transverse field effects almost universally assumed in both QED and semiclassical theories. This is not to say, however, that the shifts predicted by quantum electrodynamics, neoclassical theory, or random electrodynamics are incorrect, or that additional effects must be included in them, but possibly that none of these theories has really correctly identified the actual source of the shifts that they calculate. As indicated below, it is necessary to mesh these hypothesized longitudinal field effects with any effects of semiclassical radiation fields, which will of course still be present during atomic transitions.

Modern QED interpretations of the Lamb shift can be related to different ways of ordering atomic and field operators in the Heisenberg equations of motion for the operators. It is thus possible to interpret the shift as a radiation reaction effect, a vacuum field fluctuation effect, or a combination of both. ${ }^{1}$ The semiclassical analog of this QED calculation is very similar and leads to an identical level shift which in this

[^3]case can be ascribed only to radiation reaction. The semiclassical calculation, however, predicts some higher order differences from QED, such as frequency "chirps" in the emitted radiation and different emission line shapes. In fact, the frequency variation obtained for a single two-level transition is such that at its midpoint, the point of maximum emission, there is no frequency shift at all. ${ }^{3}$ Thus complete two-level transitions show no net shift due to this semiclassical radiation effect. The fact that there may be no overall observable shift of energy levels as a result of atomic transition radiation is important in the present context, however, since it allows for the joint existence of both the transitory radiation reaction effect and the semiclassical effect described below, which is a permanent shift of energy levels unrelated to radiation reaction and which will be observable, even when the radiation field effects, although definitely present, will not. Just as the neoclassical radiation reaction shift is the semiclassical analog of the modern QED interpretation, the present theory can be considered in some ways to be the semiclassical analog of Bethe's original QED interpretation of the Lamb shift as an effect of shrouding an electron in a particular atomic state with its electromagnetic field.

In a previous paper, ${ }^{4}$ it was found that the calculation of atomic state energies in terms of the fields set up by the charge and current densities ${ }^{5}$

$$
\begin{align*}
\rho= & e \psi \psi^{*} \\
\mathbf{j}= & (e \hbar / 2 i m)\left(\psi^{*} \nabla \psi-\psi \nabla \psi^{*}\right) \\
& \quad-\left(e^{2} / m c\right)\left(k_{e} / k_{m}\right)^{1 / 2} \psi \psi^{*} \mathbf{A} \tag{1}
\end{align*}
$$

where $\psi$ was, in general, the transition wave function

$$
\begin{equation*}
\psi=\sum_{i} c_{i} \psi_{i} \tag{2}
\end{equation*}
$$

provided a good way to examine certain energy adjustments such as the Lamb shift. The energies were obtained from the fields produced by the sources in Eq. (1) by means of

$$
\begin{align*}
& U_{E}=\frac{1}{8 \pi k_{e}} \int \mathbf{E}^{2} d^{3} r \\
& U_{B}=\frac{1}{8 \pi k_{m}} \int \mathbf{B}^{2} d^{3} r \tag{3}
\end{align*}
$$

All electromagnetic fields of a single electron charge density were included in Eqs. (3); however, radiation fields, pro-
duced while a transition was actually occurring, ${ }^{3}$ made no contribution to these integrals. The fields involved here were thus solely stationary state fields.

For the particular case of the hydrogen $2 S_{1 / 2}-2 P_{1 / 2}$ Lamb shift, the orbiting electron in the $2 p$ state was assumed to create its magnetic field $\mathbf{B}$ by carrying its electric field $\mathbf{E}$ at some velocity $\mathbf{v}$. The fields created by this motion were thus

$$
\begin{aligned}
\mathbf{E}_{1}^{\prime}= & \gamma\left[\mathbf{E}_{1}+(1 / c)\left(k_{e} / k_{m}\right)^{1 / 2} \mathbf{v} \times \mathbf{B}\right] \\
& \cong \mathbf{E}_{1}\left(1+\frac{1}{2} \beta^{2}\right),
\end{aligned}
$$

and

$$
\begin{align*}
& \mathbf{B}_{1}^{\prime}=\gamma\left[\mathbf{B}_{\perp}-(1 / c)\left(k_{m} / k_{e}\right)^{1 / 2} \mathbf{v} \times \mathbf{E}\right] \\
& B_{i}^{\prime}=-\gamma(1 / c)\left(k_{m} / k_{e}\right)^{1 / 2} v E=-\gamma\left(k_{m} / k_{e}\right)^{1 / 2} \beta E \tag{4}
\end{align*}
$$

where $\gamma=\left(1-\beta^{2}\right)^{-1 / 2}$. It was assumed that the electric field of the electron itself was that of the $u_{21 \pm 1}$ state and that it had the same form in the electron and atomic systems (aside from the $\gamma$ factor). The magnetic field was calculated from $\mathbf{j}_{21 \pm 1}$. Both fields were then perpendicular to $\mathbf{v}_{21 \pm 1}$ and therefore fitted Eqs. (4). The motion of the electron thus created $\mathbf{B}_{211}$ and increased $\mathbf{E}_{211}$ by $\frac{1}{2} \beta^{2} \mathbf{E}_{211}$. The energy shift represented by these field changes was suggested as the source of the Lamb shift, lowering the $2 P_{1 / 2}$ state in energy by an amount equivalent to $\Delta v=1064 \mathrm{MHz}=0.0355$ $\mathrm{cm}^{-1}$.

This simple line of argument is now revised to account for $s$-level shifts, where the orbital current densities in Eq. (1) are zero, ${ }^{3}$ and to allow for inclusion of the nuclear field. The need for such an extension is illustrated by the recent measurements of the $1 S_{1 / 2}-2 S_{1 / 2}$ transition in hydrogen by two photon spectroscopy. ${ }^{6}$ Although Jaynes "neoclassical" theory, as mentioned previously, could possibly have been envisioned as a "dynamic" radiation reaction complement to the previous stationary state field theory for the $n S$ shift in some $n S-n^{\prime} P$ transitions, ${ }^{7,8}$ it could not be included as easily in this $1 S-2 S$ case. In addition to this $S$ state problem, there exists a disagreement of the field velocity calculation as outlined above with the results of recent $2 S_{1 / 2}-2 P_{1 / 2}$ Lamb shift measurements on various hydrogenic ions, ${ }^{9}$ which show roughly a $Z^{4}$ dependence on atomic number $Z$, whereas Eqs. (1)-(3) would imply

$$
\begin{equation*}
U_{E} \propto Z, U_{B} \propto Z^{3} \tag{5}
\end{equation*}
$$

The $Z$ dependence of the Lamb shift, however, suggests the proper generalization of the classical calculation. The nuclear Coulomb field, $\mathrm{E}_{+}=k_{e} Z \mathrm{en} / r^{2}$, contributes a factor $Z$ in its interactions with the electron fields, and its effects are certainly substantial since, for example, $\mathbf{E}_{+}$essentially cancels the electron $\mathbf{E}_{-}$over a large region of space around the atom, which classically represents a large energy change. This energy is, of course, easily shown to be equivalent to the ordinary potential energy of the positive-nucleus negativeelectron combination. ${ }^{10}$ That is,

$$
\begin{equation*}
W=\int \rho_{-} V_{+} d^{3} r=\frac{1}{8 \pi k_{e}} \int 2 \mathbf{E}_{+} \cdot \mathbf{E}_{-} d^{3} r \tag{6}
\end{equation*}
$$

It is therefore necessary for a classical calculation to begin with a complete expression for the fields in the vicinity of the ion. If it is again assumed that a nonzero expectation value of
$\mathbf{v}$ or $\mathbf{L}$ for a hydrogenic state actually implies some sort of movement of the charge density $\rho=e \psi \psi^{*}$ and that classical electrodynamics applies to the resultant fields, then a magnetic field $\mathbf{B}^{\prime}$ will be created and the electric field $\mathbf{E}_{1}^{\prime}$ will be increased by a small amount as discussed previously [see Eq. (4)]. These changes will affect the energies contained in the total fields, energies which should reflect various potential and interaction energies of the system. The total electric field energy density is, with the integration being over increments of electron charge $\rho_{-}(\mathbf{r}) d V^{\prime}$,

$$
\begin{align*}
u_{E}(\mathbf{r})= & \frac{1}{8 \pi k_{e}}\left[\mathbf{E}_{+}+\int\left(\mathbf{E}_{\|}^{\prime}+\mathbf{E}_{1}^{\prime}+\frac{1}{2} \beta^{\prime 2} \mathbf{E}_{1}^{\prime}\right) d V^{\prime}\right]^{2} \\
= & \frac{1}{8 \pi k_{e}}\left[\mathbf{E}_{+}^{2}+\left(\int \mathbf{E}^{\prime} d V^{\prime}\right)^{2}+\left(\int \frac{1}{2} \beta^{\prime 2} \mathbf{E}^{\prime} d V^{\prime}\right)^{2}\right. \\
& +2 \mathbf{E}_{+} \cdot \int \mathbf{E}^{\prime} d V^{\prime}+\mathbf{E}_{+} \cdot \int \beta^{\prime 2} \mathbf{E}_{1}^{\prime} d V^{\prime} \\
& \left.+\int \mathbf{E}^{\prime} d V \cdot \int \beta^{\prime 2} \mathbf{E}_{1}^{\prime} d V^{\prime}\right] . \tag{7}
\end{align*}
$$

Also,

$$
\begin{equation*}
u_{B}=\left(1 / 8 \pi k_{m}\right) \mathbf{B}_{-}^{2}=\left(1 / 8 \pi k_{e}\right) \beta^{2} \mathbf{E}_{-}^{2} \tag{8}
\end{equation*}
$$

The various terms in Eqs. (7) and (8) can now be related to mechanical energies of the system as follows:
$\mathbf{E}_{+}^{2} \quad=$ self potential energy of nuclear $\rho$ due to its own field.
$\left(\int \mathbf{E}^{\prime} d V^{\prime}\right)^{2}=$ self potential energy of electron $\rho$. $\left(\int \beta^{\prime 2} \mathbf{E}^{\prime} d V^{\prime}\right)^{2} \quad=$ adjustment to above.
$\int \mathbf{E}^{\prime} d V^{\prime} \cdot \int \beta^{\prime} \mathbf{E}^{\prime} d V^{\prime}=$ electric field correction to $e^{-}$kinetic energy.
$\left(k_{m} / k_{e}\right) \mathbf{B}_{-}^{2} \quad=$ magnetic field correction to $e^{-}$ kinetic energy.
$2 \mathbf{E}_{+} \cdot \int \mathbf{E}^{\prime} d V^{\prime} \quad=$ usual interaction potential energy between nucleus and electron.
$\mathbf{E}_{+} \cdot \int \beta^{\prime} \mathbf{E}_{1}^{\prime} d V^{\prime} \quad=$ correction to the interaction energy of nucleus and electron.
The fourth and fifth terms in this list yield the hydrogen Lamb shift value previously suggested. It is now apparent that these terms should be grouped with the first three as energies which do not affect the solution of the Schrödinger equation for the relative motion and which are unobservable. The sixth and seventh terms are related to the potential energy term which appears in the Schrödinger equation, and the sixth at least must affect the wave function frequencies, since it is the usual potential energy of an eigenstate. This identification can easily be checked by a direct calculation. For $\mathbf{E}_{-}=\mathbf{E}_{211}$, for example, ${ }^{3}$

$$
\begin{align*}
& \frac{1}{8 \pi k_{e}} \iiint 2 \mathbf{E}_{+} \cdot \mathbf{E}_{211} r^{2} \sin \theta d r d \theta d \phi \\
& \quad=\left(-k_{e} Z^{2} e^{2}\right) /\left(4 a_{0}\right)=-Z^{2}(6.8) \mathrm{eV}=\langle V\rangle_{211} \tag{9}
\end{align*}
$$

The last energy density listed above should then also affect the wave function frequencies since it is evidently a part of this same potential energy $V$. But calculations such as that of Eq. (9) show that it has not been included. The energy value calculated from this term,

$$
\begin{equation*}
\Delta U \pm=\frac{1}{8 \pi k_{e}} \int \mathbf{E}_{+} \cdot \int \beta^{\prime 2} \mathbf{E}_{1 \beta}^{\prime}, d^{3} r^{\prime} d^{3} r \tag{10}
\end{equation*}
$$

will depend on $Z^{4}$ and, because of $\beta^{2}=(v / c)^{2}$, will be of the same order of magnitude as the velocity dependent energies previously calculated. Equation (10) is now hypothesized to be the principal source of the Lamb shift.

Now the discussion so far leaves unresolved the problem of a velocity which would, through Eq. (10), provide an explanation of an $S$ state Lamb shift, a shift which must be recognized to exist and to be in good agreement with QED calculations. Further consideration of the classical fields involved suggests that there does appear to be one important source of electromagnetic fields which has been omitted in the previous discussion, but which might produce significant effects. This is, of course, the spin of the electron. The spin magnetic field is as large as the orbital magnetic field but, although some of its effects are accounted for in the fine and hyperfine structure of the energy levels, the charge density velocities and field velocities that it must represent have not been examined. It is shown below that such velocities will produce energy level shifts which will account for the $S$ state Lamb shift in hydrogenic ions.

Does the electron spin magnetic moment represent some current density which can be evaluated simply? There is such a current density which can be derived from the Dirac equation for the electron. The Dirac equation, written in two-component form, with

$$
\psi=\binom{\phi}{\chi}
$$

is
$c\left[\mathbf{p}-\left(k_{e} / k_{m}\right)^{1 / 2}(e / c) \mathbf{A}\right] \cdot \hat{\sigma} \mathbf{X}+\left(e V+m c^{2}\right) \boldsymbol{\phi}=E \boldsymbol{\phi}$,
$c\left[\mathbf{p}-\left(k_{e} / k_{m}\right)^{1 / 2}(e / c) \mathbf{A}\right] \cdot \hat{\boldsymbol{\sigma}} \boldsymbol{\phi}+\left(e V+m c^{2}\right) \mathbf{X}=E \boldsymbol{X}$,
with a current density given by

$$
\begin{align*}
\mathbf{j} & =c e \boldsymbol{\psi} \dagger \hat{\boldsymbol{\alpha}} \boldsymbol{\psi} \\
& =\operatorname{ce}\left(\phi^{*} \chi^{*}\right)\left(\begin{array}{ll}
0 & \hat{\boldsymbol{\sigma}} \\
\hat{\boldsymbol{\sigma}} & 0
\end{array}\right)\binom{\phi}{\chi} . \tag{12}
\end{align*}
$$

For a positive energy electron, the $\chi$ spinor is small and can be expressed, from Eq. (11), in terms of the large component $\phi$ as

$$
\begin{equation*}
\chi=\frac{c\left[\hat{\mathbf{p}}-\left(k_{e} / k_{m}\right)^{1 / 2}(e / c) \mathbf{A}\right] \cdot \hat{\boldsymbol{\sigma} \phi}}{\left(E+m c^{2}-e V\right)} \tag{13}
\end{equation*}
$$

Substitution of Eq. (13) in Eq. (12), simplification, and rearrangement yield

$$
\begin{aligned}
\mathbf{j}= & (i e \hbar / 2 m)[(\boldsymbol{\nabla} \boldsymbol{\phi}) \dagger \boldsymbol{\phi}-\boldsymbol{\phi} \dagger \boldsymbol{\nabla} \boldsymbol{\phi}] \\
& -\left(e^{2} / m c^{2}\right)\left(k_{e} / k_{m}\right)^{1 / 2} \boldsymbol{\phi} \dagger \mathbf{A} \boldsymbol{\phi}+(e \hbar / 2 m) \boldsymbol{\nabla} \times(\boldsymbol{\phi} \dagger \hat{\boldsymbol{\sigma}} \boldsymbol{\phi}) . \text { (14) }
\end{aligned}
$$

The second term here is the vector potential term which provides for a semiclassical account of the Compton effect ${ }^{4}$ and spontaneous emission, ${ }^{2}$ and the last is an expression for the spin current density. It can be obtained nonrelativistically as the curl of the average magnetic moment density $\mathbf{m}=(e \hbar / 2 m c)\left(k_{e} / k_{m}\right)^{1 / 2} \psi \hat{\boldsymbol{\sigma}} \psi .^{11}$

There will thus be electromagnetic field motion and consequent energy level shifts for the $u_{n 1 m}=u_{n 00} s$ states in hydrogen, even though the orbital current densities of all
these states are zero. The current densities for the $1 s, 2 s$, and $3 s$ states, from Eqs. (1) and (14), are

$$
\begin{align*}
\mathbf{j}_{100}= & \left(e \hbar Z / 2 m a_{0}\right) K_{1}^{2} 2 e^{-2 x} \sin \theta \hat{e}_{\phi} \\
\mathbf{j}_{200}= & \left(\epsilon \hbar Z / 2 m a_{0}\right) K_{2}^{2}(x-2)(x-4) e^{-x} \sin \theta \hat{e}_{\phi} \\
\mathbf{j}_{300}= & \left(e \hbar Z / 2 m a_{0}\right) K_{3}^{3}\left(2 x^{2}-18 x+27\right) \\
& \times\left(\frac{4}{3} x^{2}-20 x+54\right) e^{-2 / 3 x} \sin \theta \hat{e}_{\phi} \tag{15}
\end{align*}
$$

where $K_{1}^{2}=\pi^{-1}\left(Z / a_{0}\right)^{3}, K_{2}^{2}=(32 \pi)^{-1}\left(Z / a_{0}\right)^{3}, K_{3}^{2}$ $=(81)^{-2}(3 \pi)^{-1}\left(Z / a_{0}\right)^{3}, x=Z r / a_{0}$, and $\hat{e}_{\phi}$ is a unit vector in the $\phi$ direction. It is now possible to obtain the electric and magnetic fields produced by these states and use them directly in Eq. (10) to determine the resulting changes in energy, but it is mathematically simpler to transform Eq. (10) to a form involving potentials rather than fields. Thus by the use of the relations $\beta^{\prime 2} \mathbf{E}_{1}^{\prime}=-\boldsymbol{\beta}^{\prime} \times\left(\boldsymbol{\beta}^{\prime} \times \mathbf{E}^{\prime}\right), \mathbf{E}^{\prime}=-\nabla V^{\prime}$, and $\nabla^{2} V^{\prime}(\mathbf{r})=-4 \pi k_{e} \rho^{\prime} d^{3} r^{\prime} \delta^{3}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$, Eq. (10) canbeconverted to

$$
\begin{equation*}
\Delta U_{+}=\frac{1}{2} \int \beta^{\prime 2} V_{+}^{\prime} \rho^{\prime} d^{3} r^{\prime} \tag{16}
\end{equation*}
$$

This is the same expression as that obtained by using the Lorentz transformed $\rho_{-}=\gamma\left(\rho_{0}-c^{-1} \beta j_{0}\right) \cong \rho_{0}\left(1+\frac{1}{2} \beta^{2}\right)$ in Eq. (6).

Equation (16) can now be used to find the energy level shifts if a reasonable form for $\boldsymbol{\beta}_{n s}$ can be found. Classically one would expect that $\beta=\mathbf{j} / \rho c$, which, for the $1 s$ state, for example, would give

$$
\begin{equation*}
\boldsymbol{\beta}_{1 s}=\mathbf{j}_{1 s} / \rho_{1 s} c=\left(Z \hbar / m c a_{0}\right) \sin \theta \hat{\boldsymbol{e}}_{\phi} \tag{17}
\end{equation*}
$$

The expressions obtained in this way, however, do not agree with a $Z$ component of angular momentum of $\frac{1}{2} \hbar$ and in most cases they become infinite at various points. So if these charge and current densities are to be thought of classically, there must be something more complicated involved than just a single motion of an entire charge density, and exact expressions must therefore await the correct description of the internal spin motions of the electron. ${ }^{12}$ A reasonable approximate expression for $\boldsymbol{\beta}_{n s}$ may however be obtained from the expectation value of the spin velocity operator $\hat{\mathbf{v}}_{n s}$ and the form of Eq. (17). For the $2 s$ state as a reference point, then

$$
\begin{align*}
\left\langle v_{\text {spin }}\right\rangle_{2 s} & =\int(\hbar / 2 m)\left|\nabla \times \psi_{2 s}^{*} \hat{\boldsymbol{\sigma}} \psi_{2 s}\right| d^{3} r \\
& =\int j_{\phi} / e d^{3} r=\pi Z \hbar / 16 m a_{0} \tag{18}
\end{align*}
$$

Thus if it is assumed that $\beta_{2 s}=\left(\pi Z \hbar / 16 m c a_{0}\right) \sin \theta \hat{e}_{\phi}$, Eq. (16) gives

$$
\begin{align*}
\Delta U_{2 s} & =\frac{1}{2} \int \beta_{2 s}^{2}\left(k_{e} Z e / r\right) \rho_{2 s} d^{3} r \\
& =0.03755 \mathrm{~cm}^{-1}=1125.7 \mathrm{MHz} \tag{19}
\end{align*}
$$

which is very close to the QED and experimental values for the $2 s$ Lamb shift.

Now for the whole sequence of states $1 s, 2 s, 3 s, n s$, it is necessary to examine how $\beta^{2}$ and $\int \rho_{-} V_{+} d^{3} r$ must vary in Eq. (16). $\left\langle\hat{v}^{2}\right\rangle$ and $\rho \rho_{-} V_{+} d^{3} r$ both vary as $n^{-2}$, however the expectation value of $v^{2}$ should actually be weighted by $V_{+} \propto r^{-1}$. The average value of $v^{2}$ will then vary according to

TABLE I. Comparison of $S$ level Lamb shifts. ${ }^{\text {a }}$

| $n s$ | $\Delta U$ | exp. | QED |
| :---: | :---: | :---: | :--- |
| $1 s$ | $0.2575 \mathrm{~cm}^{-1}$ | $0.2722 \mathrm{~cm}^{-1}$ | $0.2718 \mathrm{~cm}^{-1}$ |
| $2 s$ | $0.03755 \mathrm{~cm}^{-1}$ | $0.0373 \mathrm{~cm}^{-1}$ | $0.0353 \mathrm{~cm}^{-1}$ |
| $3 s$ | $0.01166 \mathrm{~cm}^{-1}$ | $0.0083 \mathrm{~cm}^{-1}$ | $0.0105 \mathrm{~cm}^{-1}$ |

${ }^{\mathrm{a}}$ See Refs. 2 and 6.
$\left(v^{2}\right)_{\text {ave }}=\left\langle\hat{v}^{2} / x\right\rangle /\langle 1 / x\rangle=v_{0}^{2}\left(2 n^{2}\left\langle x^{-2}\right\rangle-1 / n^{2}\right)$,
where $v_{0}=Z \hbar / m a_{0}$. This gives $\left(v^{2}\right)_{1 s}=3 v_{0}^{2},\left\langle v^{2}\right)_{2 s}=1.75 v_{0}^{2}$, and $\left(\mathrm{v}^{2}\right)_{3 \mathrm{~s}}=1.2222 v_{0}^{2}$. If the $\beta_{n s}^{2}$ values for $n=1$ and 3 are adjusted according to the ratios of these numbers, Eq. (16) give the Lamb shifts $\Delta U_{n s}$ shown in Table I. Experimental and QED values are also shown.

In order to provide an idea of the magnitudes of the $2 S_{1 / 2}-2 P_{1 / 2}$ Lamb shift for various hydrogenic ions and the corresponding predictions of the present $Z^{4}$ relationship, the results are compared in Table II. The numbers for this theory show simply the $Z^{4}$ variation and are unadjusted for higher order effects which, as in the QED calculations, could make important corrections. ${ }^{13}$ It should be emphasized that $\Delta U_{ \pm}$depends sensitively on $\beta$ and the values obtained here are meant mainly to show that this simple semiclassical method does give reasonable answers.

Finally, how does one reconcile the fact that both $S$ and $P$ states now seem to exhibit a shift? The answer comes from the fact that the spin effects must also be included in the $n P_{1 / 2}$ states. This can easily be done as follows. The total magnetic moment of the electron in any state, including both orbital and spin motion, can be written as ${ }^{14}$

$$
\begin{equation*}
\boldsymbol{\mu}=(e / 2 m c)\left(k_{e} / k_{m}\right)^{1 / 2}(\mathbf{j}+\mathbf{s}) \tag{21}
\end{equation*}
$$

Now for the $n P_{1 / 2}$ state $l=1, s=1 / 2, j=1 / 2$, and therefore $\mathbf{s}$ and $\mathbf{j}$ are in opposite directions $(\mathbf{j}=\mathbf{l}+\mathbf{s})$. Thus $\mu_{n \rho}=0$. The orbital effects are cancelled by the spin effects, implying that they are equal in magnitude. But then the net result is that the $n P_{1 / 2}$ state is actually unshifted. For the $n S_{1 / 2}$ state $l=0, s=\frac{1}{2}, j=\frac{1}{2}$, and thus $\mathbf{s}$ and $\mathbf{j}$ are in the same direction, implying that $\mu_{n s}=\left(k_{e} / k_{m}\right)^{1 / 2}(e \hbar / 2 m c)$. Therefore only the

TABLE II. Lamb shift frequencies for the $2^{2} P_{1 / 2}-2^{2} S_{1 / 2}$ transition in hydrogenic atoms and ions.

| Ion | Experiment ${ }^{13}$ | This theory |
| :--- | :---: | :---: |
| hydrogen (H) | 1057.8 MHz | 1125.7 MHz |
| deuterium $(\mathrm{D})$ | 1059 MHz | 1125.7 MHz |
| helium | 14040 MHz | 18011 MHz |
| lithium $\left({ }_{3}^{6} \mathrm{Li}^{+2}\right)$ | 62800 MHz | 91182 MHz |
| carbon $\left({ }_{1}^{12} \mathrm{C}^{+5}\right)$ | 780 GHz | 1459 GHz |
| oxygen $\left({ }_{8}^{16} \mathrm{O}^{+7}\right)$ | 2210 GHz | 4611 GHz |
| fluorine $\left({ }_{11}^{216} \mathrm{~F}^{+4}\right)$ | 3339 GHz | 11257 GHz |

${ }^{\text {a }}$ Values are uncorrected for any higher order terms, vacuum polarization, or nuclear size effect.
$n S_{1 / 2}$ states actually have any net field motion and accompanying energy shifts.
${ }^{1}$ P. W. Milonni, Phys. Rep. 25, 1-81 (1976).
${ }^{2}$ M. D. Crisp and E. T. Jaynes, Phys. Rev. 179, 1253 (1969); J. H. Eberly, "Unified View of Spontaneous Emission," in Foundations of Radiation Theory and Quantum Electrodynamics, edited by A. O. Barut (Plenum, New York, 1980), p. 31.
${ }^{3}$ J. T. F. Barwick, Ph. D. dissertation (Univ. of Tennessee, 1979) (unpublished).
${ }^{4}$ J. Barwick, Phys. Rev. A 17, 1912 (1978).
${ }^{5}$ All equations are written with whatever combination of the constants $k_{e}$ and $k_{m}$ is necessary to make them compatible with all systems of electromagnetic units. For SI, $k_{e}=1 / 4 \pi \epsilon_{0}, k_{m}=\mu_{0} / 4 \pi$; Gaussian, $k_{e}=1, k_{m}$ $=1 ;$ Heavyside-Lorentz, $k_{e}=1 / 4 \pi, k_{m}=1 / 4 \pi$; esu, $k_{c}=1, k_{m}=1 /$ $c^{2} ; \mathrm{emu}, k_{e}=c^{2}, k_{m}=1$.
${ }^{6}$ T. W. Hansch, S. A. Lee, and C. Wieman, Phys. Rev. Lett. 35, 1262 (1975); T. W. Hansch, A. L. Schawlow, and G. W. Series, Sci. Am. 240(3), 94 (1979).
${ }^{7}$ G. Herzberg, Proc. R. Soc. London, Ser A 234, 516 (1956).
${ }^{8}$ S. Triebwasser, E. S. Dayhoff, and W. E. Lamb, Phys. Rev. 89, 98 (1953). ${ }^{9}$ P. J. Mohr, "Lamb Shift in Hydrogenlike Ions," in Beam Foil Spectroscopy, edited by I. Sellin and D. Pegg (Plenum, New York, 1976), Vol. 1, p. 89.
${ }^{10}$ J. D. Jackson, Classical Electrodynamics, 1st ed. (Wiley, New York, 1962), Chap. 1.
"D. I. Blokhintsev, Principles of Quantum Mechanics (Allyn and Bacon, Boston, 1964), p. 246.
${ }^{12}$ Note the necessity of using all components ( $\chi$ ) of the electron spinor to get any $j_{\text {spin }}$ at all.
${ }^{13}$ Mohr, Ref. 9, p. 90.
${ }^{14}$ R. B. Leighton, Principles of Modern Physics (McGraw-Hill, New York, 1959), p. 277.
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#### Abstract

It is shown that the Gel'fand-Naimark-Segal (GNS) construction can be generalized to real $B^{*}$ algebras containing an algebra *-isomorphic to the quaternion algebra by the use of quaternion linear functionals and Hilbert $Q$-modules. An extension of the Hahn-Banach theorem to such functionals is proved.


PACS numbers: $03.70 .+\mathrm{k}, 11.15 .-\mathrm{q}$

## 1. INTRODUCTION

In recent years, considerable effort has been made in the development of quantum field theories with nonabelian gauge fields. ${ }^{1}$ Since the fundamental objects described by theories of this type, the quanta of the gauge fields and matter fields, are not observed in experiment directly, it is a logical requirement on these theories that they do not admit direct observation of these objects. The lack of decisive results on this problem of confinement has led to the suggestion that achieving a semiclassical understanding of the dynamics of such systems would be a useful first step. ${ }^{2}$

It is difficult to define and study a semiclassical limit for a field theory of this type in three-space and one-time dimensions, since there is no natural scale for achieving such a limit. Khriplovich, ${ }^{2}$ Giles and McLerran, ${ }^{3}$ and Adler ${ }^{4}$ have suggested a direction for the development of a semiclassical understanding of theories of this type, and in a series of papers Adler ${ }^{5}$ has worked out a systematic procedure for obtaining dynamical equations describing field configurations, and the static potentials, in a semiclassical framework.

The correspondence between Adler's construction and the usual approach taken in quantum field theory has not yet been clarified. On the other hand, Biedenharn, Sepunaru, and Horwitz ${ }^{6}$ have shown that the algebraic structures associated by Adler's construction with the special case of an underlying $\mathbf{U}(2)$ gauge group can be obtained from quaternionic quantum theory.

Originally proposed by Birkhoff and von Neumann, ${ }^{7}$ some quantum mechanical aspects of vector spaces over quaternion multipliers (that is, vector spaces which are also modules) were worked out by Finkelstein, Jauch, Schiminovich, and Speiser ${ }^{8}$; a more complete study describing a hierarchy of scalar products linear over real and complex subalgebras, as well as quaternion linear, and the projection operators into corresponding linear manifolds, was carried out by Horwitz and Biedenharn. ${ }^{9}$ The decomposition of the space into complex linear subspaces was utilized ${ }^{9}$ to construct a tensor product and a procedure for second quantization.

A direct construction of a Hilbert $Q$-module ${ }^{10}$ of the type carried out by Horwitz and Biedenharn ${ }^{9}$ involves a somewhat ad hoc definition of the quantum state, and is justified formally through the Gleason theorem. ${ }^{11}$ The approach taken by Cassinelli, Truini, and Biedenharn ${ }^{12}$ utilizes Mackey's theory of induced representations of imprimitivity

[^4]systems on a Hilbert $Q$-module, but the same assumptions are made on the structure of the states. In this paper, we shall start with a $B^{*}$ algebra over the reals, which contains, as additional structure, a subalgebra ${ }^{*}$-isomorphic (under the same * operation) to the quaternions. With the help of the positive linear functionals which map the $B^{*}$-algebra into the quaternions, and are two-sided linear (through the *isomorphism), we show that Gel'fand-Naimark-Segal (GNS) type construction can be used to represent the $B^{*}$ algebra in a Hilbert $Q$-module. This procedure provides a deeper insight into the meaning of physical states in a Hilbert Q-module. We prove the Hahn-Banach theorem, which shows that these states provide a Hausdorf topology on the $B^{*}$-algebra.

## 2. QUATERNION VALUED STATES

Consider a $B^{*}$-algebra $A$ over the reals, which contains a subalgebra $A_{Q}{ }^{*}$-isomorphic to the real quaternions; i.e.,

$$
\begin{equation*}
i: A_{Q} \rightarrow Q \tag{2.1}
\end{equation*}
$$

is a *-isomorphism. There may be many such subalgebras; in the following, we pick one of them.

Lemma 2.1 : i is an isometry:

$$
\begin{equation*}
\left\|A_{q}\right\|=|q| \tag{2.2}
\end{equation*}
$$

where $A_{q} \in A_{Q}, i\left(A_{q}\right)=q \in Q,\|a\|$ is the $B^{*}$-norm of $a$ in $A$, and $|q|$ is the usual quaternion norm, the real positive number $\sqrt{q^{*} q}$. The proof follows from the observation that $i\left(A_{q}^{*} A_{q}\right)$ $=|q|^{2}$ implies $A_{q}^{*} A_{q}=|q|^{2} \cdot 1$ and the fact that $A$ is a $B^{*}$. algebra (in a $B^{*}$-algebra, ${ }^{12}\left\|x^{*} x\right\|=\|x\|^{2}$ ).

Let $\rho$ be a linear mapping $\rho: A \rightarrow Q$ (we shall also use the term functional to describe a mapping into $Q$ ).

Definition 2.1: We shall say that $\rho$ is two-sided quaternion linear (relative to $A_{Q}$ ) if

$$
\rho\left(A_{q} a A_{q^{\prime}}\right)=q \rho(a) q^{\prime} \quad \forall A_{q}, A_{q^{\prime}} \in A_{Q}
$$

It is positive if $\rho\left(a^{*} a\right) \geqslant 0$ for all $a \in A$. For positive $\rho$, if $\rho(I)=1$, we shall call it a state.

It follows that, for quaternion linear $\rho$,

$$
\begin{equation*}
\rho\left(A_{q}\right)=q . \tag{2.3}
\end{equation*}
$$

Lemma 2.2: If $\rho$ is positive and two-sided quaternion linear, then

$$
\begin{aligned}
& \rho\left(a^{*}\right)=\rho(a)^{*} \quad \forall a \in A . \\
& \text { Proof: } \rho\left[\left(a^{*}+b^{*}\right)(a+b)\right]=\rho\left(a^{*} a\right)+\rho\left(b^{*} b\right) \\
& +\rho\left(a^{*} b\right)+\rho\left(b^{*} a\right) \geqslant 0
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\operatorname{Im} \rho\left(a^{*} b\right)=-\operatorname{Im} \rho\left(b^{*} a\right) \tag{2.4}
\end{equation*}
$$

where we define

$$
\begin{align*}
& \operatorname{Im} q=\frac{1}{2}\left(q-q^{*}\right) \\
& \operatorname{Re} q=\frac{1}{2}\left(q+q^{*}\right) \tag{2.5}
\end{align*}
$$

Now, replace $b$ in Eq. (2.4) by $b A_{q}$. Equation (2.4) then becomes

$$
\begin{equation*}
\operatorname{Im}\left[\rho\left(a^{*} b\right) q+q^{*} \rho\left(b^{*} a\right)\right]=0 \tag{2.6}
\end{equation*}
$$

Let us take $q$ to be a pure imaginary quaternion (the real component does not provide new information). Then, using Eq. (2.4), we see that

$$
\begin{aligned}
& \operatorname{Im}\left\{\left[\operatorname{Im} \rho\left(a^{*} b\right)\right] q-q\left[\operatorname{Im} \rho\left(b^{*} a\right)\right]\right\} \\
& \quad=\operatorname{Im}\left\{\left[\operatorname{Im} \rho\left(a^{*} b\right)\right] q+q\left[\operatorname{Im} \rho\left(a^{*} b\right)\right]\right\}=0
\end{aligned}
$$

since the symmetric product of two imaginary quaternions is real. We are thus left, in Eq. (2.6), with

$$
\begin{aligned}
& \operatorname{Im}\left\{\left[\operatorname{Re} \rho\left(a^{*} b\right)\right] q-q \operatorname{Re}\left[\rho\left(b^{*} a\right)\right]\right\} \\
& \quad=q\left(\operatorname{Re} \rho\left(a^{*} b\right)-\operatorname{Re} \rho\left(b^{*} a\right)\right\}=0 .
\end{aligned}
$$

Since $Q$ is a division ring, it follows that

$$
\operatorname{Re} \rho\left(a^{*} b\right)-\operatorname{Re} \rho\left(b^{*} a\right)=0
$$

Together with Eq. (2.4), this completes the proof of the lemma.

Lemma 2.3: Let $\rho$ be a positive $Q$-linear mapping. Then, the Schwarz inequality

$$
\begin{equation*}
\left|\rho\left(a^{*} b\right)\right|^{2} \leqslant \rho\left(a^{*} a\right) \rho\left(b^{*} b\right) \quad \forall a, b \in A \tag{2.7}
\end{equation*}
$$

is valid.
Proof: $\rho\left(a^{*} a\right) \geqslant 0$ implies $\rho\left(a^{*} a\right)+\lambda^{2} \rho\left(b^{*} b\right)$
$+2 \lambda \operatorname{Re} \rho\left(a^{*} b\right) \geqslant 0$, for $\lambda$ real, and hence
$\left[\operatorname{Re} \rho\left(a^{*} b\right)\right]^{2} \leqslant \rho\left(a^{*} a\right) \rho\left(b^{*} b\right)$.
From quaternion linearity, we may replace $b$ by $b A_{q}$ to obtain

$$
\left(\operatorname{Re}\left(\rho\left(a^{*} b\right) q\right)\right)^{2} \leqslant \rho\left(a^{*} a\right) \rho\left(b^{*} b\right)
$$

for $|q|^{2}=1$. Let us write $\rho\left(a^{*} b\right)=\left|\rho\left(a^{*} b\right)\right| u$, where $|u|^{2}=1$. The maximum of $\operatorname{Re}(u q)$ is unity, since $|u q|^{2}=1$, and hence Eq. (2.7) follows.

## 3. GNS CONSTRUCTION

Let $V$ be a vector space over the reals which is also a right $Q$-module, i.e., a vector space over the quaternions $Q$ so that if $x, y \in V, q_{1}, q_{2} \in Q$,

$$
\begin{aligned}
& x q_{1}+y q_{2} \in V \\
& (x+y) q=x q+y q \\
& x\left(q_{1} q_{2}\right)=\left(x q_{1}\right) q_{2}
\end{aligned}
$$

and
$x\left(q_{1}+q_{2}\right)=x q_{1}+x q_{2}$.
Suppose, moreover, that there exists a binary mapping $(x, y)$ of $V \times V$ into $Q$ with the following properties:
(i) $(x, y)^{*}=(y, x)$,
where * is the involution in $Q$,
(ii) $(x+y, z)=(x, z)+(y, z)$,
(iii) $(x, y q)=(x, y) q$,
(iv) $\quad(x, x)=\|x\|^{2} \geqslant 0$,
and is zero if and only if $x=0$.
Definition 3.1: A right $Q$-module $V$ with properties (i)(iv), which is closed under the topology defined by the norm $\|x\|$, will be called a Hilbert $Q$-module.

Definition 3.2: The mapping $\hat{A}: \mathscr{H} \rightarrow \mathscr{H}$ of a Hilbert $Q$ module into itself will be called a quaternion linear ( $Q$-linear) operator if $\hat{A}(x q)=(\hat{A} x) q$ and $\hat{A}(x+y)=\hat{A} x+\hat{A} y$ for all $q \in Q$ and all $x, y$ in the domain of $\hat{A}$.

We are now in a position to state Theorem 3.1.
Theorem 3.1: Let $A$ be a $B^{*}$-algebra over the reals which contains a subalgebra $A_{Q}{ }^{*}$-isomorphic to the real quaternions $Q$, and $\rho$ a two-sided quaternion linear state on $A$. Then there exists a representation $\pi_{\rho}: A \rightarrow \mathscr{B}\left(\mathscr{H}_{\rho}\right)$, where $\mathscr{H}_{p}$ is a Hilbert $Q$-module and $\mathscr{B}\left(\mathscr{H}_{p}\right)$ is the set of bounded $Q$-linear operators on $\mathscr{H}_{\rho}$.

Proof: Let $\mathscr{I}$ be the left ideal consisting of all elements $a \in A$ for which $\rho\left(a^{*} a\right)=0$. Then $A \xrightarrow{\hbar} A / \mathscr{I}$ is a homomorphism for which $h(A)$ is a $Q$-module over $h\left(A_{Q}\right)$. We define a scalar product in $A / \mathscr{F}$ by

$$
\begin{equation*}
(\eta, \xi)=\rho\left(a_{\eta}^{*} a_{\xi}\right) \tag{3.1}
\end{equation*}
$$

where $a_{\eta}, a_{\xi}$ are elements of the equivalent classes $\eta, \xi$ in $A /$ $\mathscr{I}$.

We define the multiplication $\eta q$ as the equivalence class $\left\{a A_{q}\right\}$. The scalar product (3.1) then has the properties

$$
\begin{aligned}
& (\eta, \xi+\chi)=(\eta, \xi)+(\eta, \chi) \\
& (\eta, \xi q)=(\eta, \xi) q \\
& (\eta, \xi)^{*}=(\xi, \eta), \\
& (\eta, \eta)=\|\eta\|^{2} \geqslant 0
\end{aligned}
$$

and is zero if and only if $\eta=0$. The first and second properties of Eq. (3.2) follow from the quaternion linearity of $\rho$, and the third property from Lemma 2.2. The last property follows from the definition of $A / \mathscr{I}$. We therefore complete $A /$ $\mathscr{F}$ in the topology provided by the norm $\|\eta\|$ to obtain a Hilbert $Q$-module which we denote by $\mathscr{H}_{\rho}$. Elements $a$ of $A$ are mapped onto operators $\hat{A}$ on $\mathscr{H}_{\rho}$ by

$$
\begin{equation*}
\left\{a a_{\eta}\right\}=\hat{A} \eta \tag{3.3}
\end{equation*}
$$

for $\eta \in \mathscr{H}_{\rho}$ and $a_{\eta}$ any element of the equivalence class which defines $\eta$. The operator $\hat{A}$ is bounded by the norm of $a$ in the $B^{*}$-algebra (the functional $\rho$ is continuous; the proof is as in the complex case ${ }^{13}$ ). $\hat{A}$ can therefore be extended to a bounded (linear) mapping of $\mathscr{H}_{\rho}$ into itself.

## 4. HAHN-BANACH THEOREM

The validity of the Hahn-Banach theorem implies that the set of linear functionals $\rho$ that can be constructed on the $B^{*}$-algebra is separating.

Theorem 4.1: Let $A$ be a $B^{*}$-algebra over the reals which contains a subalgebra $A_{Q}$, *-isomorphic to the real quaternions. Let $\lambda$ be a two-sided quaternion linear functional defined on a subspace $Y \subset A$, which is an $A_{Q}$-module and is bounded by the real function $p(x)=\|x\|$. Then $\lambda$ has a twosided quaternion linear extension $\Lambda$, which is also bounded by $p(x)$ and coincides with $\lambda$ on $Y$.

Proof: We first remark that $p(x)$ is quaternion convex,
since

$$
\begin{align*}
p\left(A_{\alpha} x+A_{\beta} y\right) & =\left\|A_{\alpha} x+A_{\beta} y\right\| \leqslant p\left(A_{\alpha} x\right)+p\left(A_{\beta} y\right) \\
& \leqslant p\left(A_{\alpha} \mid p(x)+p\left(A_{\beta} \mid p(y)\right.\right. \\
& =|\alpha| p(x)+|\beta| p(y) \quad \forall A_{\alpha}, A_{\beta} \in A_{Q} . \tag{4.1}
\end{align*}
$$

The last equality follows from Lemma 2.1. Let

$$
\begin{equation*}
l(x)=\operatorname{Re} \lambda(x) . \tag{4.2}
\end{equation*}
$$

Then $l(x)$ is real linear and

$$
\begin{equation*}
\lambda(x)=\sum_{i=0}^{3} e_{i} l\left(A_{e_{i}}^{*} x\right) . \tag{4.3}
\end{equation*}
$$

Equation (4.3) follows from the fact that

$$
l\left(A_{e_{i}}^{*} x\right)=\operatorname{Re} \lambda\left(A_{e_{i}}^{*} x\right)=\operatorname{Re}\left(e_{i}^{*} \lambda(x)\right),
$$

which projects the four real-valued components of $\lambda(x)$.
By the real Hahn-Banach theorem, $l(x)$ has an exten$\operatorname{sion} L(x)$ to all of $A$, which is real linear and satisfies

$$
\begin{equation*}
|L(x)| \leqslant p(x) \quad \forall x \in A \tag{4.4}
\end{equation*}
$$

We define the two-sided quaternion linear extension of $\lambda(x)$ by

$$
\begin{equation*}
\Lambda(x)=\sum_{i=0}^{3} e_{i} L\left[P_{0}\left(A_{e_{i}}^{*} x\right)\right], \tag{4.5}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{0} y=\frac{1}{4} \sum_{i=0}^{3} A_{e_{i}}^{*} y A_{e_{i}} \tag{4.6}
\end{equation*}
$$

commutes with all $A_{q} \in A_{Q}$. The left linearity of $\Lambda(x)$ follows from the fact that the replacement $x \rightarrow A_{e_{i}} x$ induces a permutation of the functionals in the sum (4.5) that is compensated by the extraction of a factor $e_{j}$ from each of the $e_{i}$. For example,

$$
\begin{align*}
\Lambda\left(A_{e_{1}} x\right)= & -L\left[P_{0}\left(A_{e_{1}}^{*} x\right)\right]+e_{1} L\left[P_{0}(x)\right] \\
& -e_{2} L\left[P_{0}\left(A_{e_{3}}^{*} x\right)\right]+e_{3} L\left[P_{0}\left(A_{e_{2}}^{*} x\right)\right] \\
= & e_{1}\left\{L\left[P_{0}(x)\right]+e_{1} L\left[P_{0}\left(A_{e_{1}}^{*} x\right)\right]\right. \\
& \left.+e_{2} L\left[P_{0}\left(A_{e_{2}}^{*} x\right)\right]+e_{3} L\left[P_{0}\left(A_{e_{3}}^{*} x\right)\right]\right\} . \tag{4.7}
\end{align*}
$$

Since

$$
\begin{equation*}
P_{0}\left(A_{e_{i}}^{*} x\right)=P_{0}\left(x A_{e_{i}}^{*}\right), \tag{4.8}
\end{equation*}
$$

the same argument illustrated in Eq. (4.7) shows that $\Lambda(x)$ is right linear also. Since $\Lambda(x)$ is linear, it follows that for some $q(|q|=1)$,

$$
\begin{aligned}
& |\Lambda(x)|=q \Lambda(x)=\Lambda\left(A_{q} x\right)=\operatorname{Re} \Lambda\left(A_{q} x\right) \\
& \quad=L\left(P_{0}\left(A_{q} x\right)\right) \leqslant p\left(A_{q} x\right) .
\end{aligned}
$$

Furthermore, since $p\left(A_{q} x\right) \leqslant|q| p(x)=p(x)$ and

$$
\begin{align*}
& p(x)=p\left(A_{q}^{*} A_{q} x\right) \leqslant\left|q^{*}\right| p\left(A_{q} x\right)=p\left(A_{q} x\right), \\
& p\left(A_{q} x\right)=p(x), \tag{4.9}
\end{align*}
$$

i.e., $\Lambda(x)$ is bounded by $p(x)$.

We now show that $\Lambda(x)$ coincides with $\lambda(x)$ for $x \in Y$.
Since $Y$ is an $A_{Q}$-module, $A_{e_{i}}^{*} x A_{e_{i}} \in Y$ if $x \in Y$. Hence

$$
\begin{equation*}
L\left[P_{0}\left(A_{e_{i}}^{*} x\right)\right]=l\left[P_{0}\left(A_{e_{i}}^{*} x\right)\right] \tag{4.10}
\end{equation*}
$$

for $x \in Y$. However,

$$
\begin{aligned}
l\left[P_{0}(x)\right] & =\operatorname{Re} \lambda\left[P_{0}(x)\right] \\
& =\frac{1}{4} \operatorname{Re} \sum_{i=0}^{3} \lambda\left(A_{e_{i}}^{*} x A_{e_{i}}\right) \\
& ={ }_{4}^{1} \operatorname{Re} \sum_{i=0}^{3} e_{i}^{*} \lambda(x) e_{i} .
\end{aligned}
$$

From the quaternion multiplication table, it follows that

$$
\begin{equation*}
\frac{1}{4} \sum_{i=0}^{3} e_{i}^{*} \lambda(x) e_{i}=\operatorname{Re} \lambda(x) . \tag{4.11}
\end{equation*}
$$

Hence

$$
\begin{equation*}
l\left[P_{0}(x)\right]=l(x), \tag{4.12}
\end{equation*}
$$

which completes the proof of our theorem. We remark that one could alternatively decompose every $x$ in $A$ uniquely into a combination of four terms of type (4.6) with coefficients $A_{e_{i}}$, and use the real Hahn-Banach theorem for the extension of real linear functionals on elements of type Eq. (4.6) in $Y$ to the subspace of elements of this type on the full algebra $A$. One can then construct a two-sided quaternion linear extension of $\lambda(x)$ of the form Eq. (4.5).

Corollary 4.1: The weakest topology for which all of the two-sided quaternion linear functionals are continuous is Hausdorf.
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## I. INTRODUCTION

There has been much recent interest in generating new solutions to the vacuum field equations by transforming known solutions. ${ }^{1-5}$ One very useful transformation method was developed by Geroch, ${ }^{4}$ who generalized the work of Ehlers ${ }^{2}$ and Harrison. ${ }^{3}$ The original method is applicable to spaces which have one timelike Killing vector. Given a metric $g_{a b}$ with timelike Killing vector $\xi^{a}$, this transformation technique will produce a new metric $g_{a b}^{\prime}$ with the same Killing vector. As described by Geroch, ${ }^{4}$ the new metric is generated from the base metric by projective transformations on the scalar norm $\lambda$ and scalar twist $\omega$ of the Killing vector, where

$$
\begin{align*}
& \lambda=\xi^{a} \xi_{a},  \tag{1}\\
& \omega_{a}=\epsilon_{a b c d} \xi^{b} \nabla^{c} \xi^{d}=D_{a}(\omega) .
\end{align*}
$$

The transformations are performed in the three-dimensional manifold defined by the Killing trajectories. The covariant derivative in this space is $D_{a}$.

The transformation is expressed in terms of a complex Ernst potential $\tau=\omega+i \lambda$. The transformed potential is given by

$$
\begin{equation*}
\tau^{\prime}=(a \tau+b) /(c \tau+d) \tag{2}
\end{equation*}
$$

In this original formulation, a particular parametrization was chosen, $a=d=\cos \gamma$ and $b=-c=\sin \gamma$. This choice is one of the simplest to make. It also has the nice physical consequence of making the transform a rotation of potential functions in the orbit space. ${ }^{6}$

This choice of parametrization has some other consequences. Any bilinear transform leaves up to three points fixed. The single parameter form has two fixed points corresponding to $\tau=(\omega, \lambda)=(0, \pm 1)$. One of the fixed points can be identified as infinity, where $\lambda$ takes on its asymptotic Minkowski value. The second fixed point is difficult to interpret. Using Schwarzschild parameters, for example, the second point occurs at $r=M$, a point inside the event horizon. Because of the ambiguity in the second fixed point, it is of interest to examine the one-fixed-point form. The purpose of this paper is to discuss the one-fixed-point transformation.

The next section contains a brief review of the formalism and the one-fixed-point transform is written down. The parameters of the transform are discussed. In this section we derive the differential equation obeyed by the parameters. In the last part of the paper, the transformation is applied to some specific examples.

## II. THE TRANSFORMATION

## A. The formalism

Start with a vacuum solution $g_{a b}$ possessing a single timelike Killing vector $\xi^{a}$. The norm $\lambda$ and twist $\omega_{a}$ of the Killing vector are given by Eq. (1). The solution $g_{a b}$ is described by a set of equations on a four-dimensional space $M$ : $g_{a b}$. Geroch ${ }^{4}$ has shown that $g_{a b}$ is also described by a set of equations written on the three-dimensional manifold $H$ : $h_{a b}$ of Killing trajectories $h_{a b}=\lambda\left(g_{a b}-\xi_{a} \xi_{b} / \lambda\right)$ :

$$
\begin{align*}
& R_{a b}=-2(\tau-\bar{\tau})^{-2}\left(D_{(a} \bar{\tau} D_{b} \tau\right)  \tag{3a}\\
& D^{2} \tau=2(\tau-\bar{\tau})^{-1}(D \tau) \cdot(D \tau) \tag{3b}
\end{align*}
$$

where $\tau=\omega+i \lambda$, and $D$ is the covariant derivative in $H$. Ernst ${ }^{7}$ has demonstrated that Eq. (3b) is derivable from an action and is equivalent to the field equations in the axially symmetric case. He gives a prescription for generating metric components from potentials satisfying this Ernst equation.

To generate a new metric $g_{a b}^{\prime}$ from $g_{a b}$, one may go to $H$ and look for a new solution $\tau^{\prime}$ of Eq. (3b). Geroch's $\tau^{\prime}$ is of the form (2) which he writes as

$$
\begin{equation*}
\tau^{\prime}=(\cos (\gamma) \tau+\sin (\gamma)) /(-\sin (\gamma) \tau+\cos (\gamma)) . \tag{4}
\end{equation*}
$$

It is easily verified that $\tau^{\prime}$ will satisfy the Ernst equation for constant $\gamma$. Using $\tau^{\prime}$, new metric components can be constructed. ${ }^{4}$

The fixed points corresponding to Eq. (4) are found by setting $\tau^{\prime}=\tau$. One obtains $\tau_{0}=\tau_{o}^{\prime}= \pm i$. The positive fixed point corresponds to infinity, $\lambda=1$. The negative one is difficult to interpret. The choice of a fixed point at infinity is a good one since it ensures the asymptotic behavior of the Killing norm and twist. Instead of Eq. (4), write down Eq. (2) with the single fixed point $\tau_{0}^{\prime}=\tau_{0}=(0,1)$. One obtains ${ }^{8}$

$$
\begin{equation*}
1 /\left(\tau^{\prime}-\tau_{0}\right)=1 /\left(\tau-\tau_{0}\right)+\beta^{\prime} \tag{5}
\end{equation*}
$$

where $\beta^{\prime}$ is possibly complex. This equation can be put into a linear form by defining the Ernst function

$$
\begin{equation*}
\xi=(i-\bar{\tau}) /(i+\bar{\tau}) \tag{6}
\end{equation*}
$$

With this substitution, Eq. (5) becomes

$$
\begin{equation*}
\xi^{\prime}=\xi+i \beta, \tag{7}
\end{equation*}
$$

$\beta=2 \beta^{\prime}$. The usual projective transform has $\beta$ a constant. In the next section we will discuss the conditions that $\beta$ must meet in order that $\xi$ ' represent a solution to the field equations. We will find that allowing $\beta$ to be coordinate dependent leads to interesting solutions.

## B. The parameter

## 1. Differential equation for the parameter

Equation (7) is to generate a new solution $\xi^{\prime}$ to the equivalent field equations. It is necessary that $\xi^{\prime}$ satisfy an Ernst equation equivalent to Eq. (3b), ${ }^{7}$

$$
\begin{equation*}
\left(\xi^{\prime *} \xi^{\prime}-1\right) D^{\prime 2} \xi^{\prime}=2 \xi^{*^{\prime}} D^{\prime} \xi^{\prime} \cdot D^{\prime} \xi^{\prime} \tag{8}
\end{equation*}
$$

This requirement can be used to determine $\beta$. Substituting Eq. (7) one obtains

$$
\begin{align*}
\left(\psi^{2}+\right. & \left.\beta_{R}^{2}-1\right) D^{\prime 2} \psi= \\
& 2 \psi\left(D^{\prime} \psi \cdot D^{\prime} \psi-D^{\prime} \beta_{R} \cdot D^{\prime} \beta_{R}\right)  \tag{9a}\\
& +4 \beta_{R} D^{\prime} \psi \cdot D^{\prime} \beta_{R} \\
\left(\psi^{2}+\right. & \left.\beta_{R}^{2}-1\right) D^{\prime 2} \beta_{R} \\
& =-2 \beta_{R}\left(D^{\prime} \psi \cdot D^{\prime} \psi-D^{\prime} \beta_{R}+D^{\prime} \beta_{R}\right)  \tag{9b}\\
& +4 \psi D^{\prime} \psi \cdot D^{\prime} \beta_{R}
\end{align*}
$$

where $\psi=\xi-\operatorname{Im}(\beta), \beta_{R}=\operatorname{Re}(\beta)$. We have assumed $\xi$ real for simplicity. The covariant derivative in the transformed space $H^{\prime}$ with $h_{a b}=h_{a b}^{\prime}$ is $D^{\prime}$.

In order that $\xi^{\prime}$ be a solution to the field equations, it is necessary that $\beta$ satisfy Eq. (9). One immediately notices the only constant $\beta$ solution is the trivial transformation $\beta_{I}$ $=\mathrm{const}, \beta_{R}=0$. Physically significant solutions will have $\beta$ coordinate dependent. This is a broad generalization of the usual constant parameter projective transform. In order that Eq. (5) still represents a fixed point at $\infty$ we require $\lim _{\rightarrow \infty}(\beta / r)=0$. The fixed-point condition is satisfied in this limit.

## 2. Interpretation of $\beta$

In order to understand the physical significance of the real part of $\beta$, examine the asymptotic form of Eq . (5). Assuming $\beta$ real, the imaginary part of Eq. (5) is

$$
\begin{equation*}
\omega^{\prime}=\frac{\omega\left(1+\beta^{\prime} \omega\right)+\beta^{\prime}(\lambda-1)^{2}}{\left(1+\beta^{\prime} \omega\right)^{2}+\left(\beta^{\prime}\right)^{2}(\lambda-1)^{2}} \tag{10}
\end{equation*}
$$

Consider $H$ : $h_{a b}$ to be asymptotically flat in the sense of Geroch ${ }^{9}$ and Ashtekar and Ashtekar. ${ }^{10,11}$ This means there exists a conformally related manifold $H_{0}: \Omega^{2} h_{a b}$, which at $\Lambda$, the point at infinity, is smooth on the completed manifold. Choose the conformal factor to be $\Omega=(\lambda-1)^{2}$, $\Omega^{\prime}=\left(\lambda^{\prime}-1\right)^{2},{ }^{12}$ with $\lim _{\rightarrow A} \Omega=\lim _{\rightarrow A} \Omega^{\prime} \sim 1 / r^{2}$. Defining asymptotic twists $\omega_{0}=\lim _{\rightarrow A} \omega / \Omega$, and $\omega_{0}^{\prime}$ $=\lim _{\rightarrow \Lambda} \omega^{\prime} / \Omega^{\prime}$, and noting the imposed convergence of $\beta^{\prime}$, $\lim _{-\rightarrow A} \beta^{\prime} / r=0$ implies $\lim \beta^{\prime} \omega=0$, we have

$$
\begin{equation*}
\omega_{0}^{\prime}=\omega_{0}+\lim _{\rightarrow A} \beta^{\prime} \tag{11}
\end{equation*}
$$

The one-fixed-point transform is a simple translation of a scalar twist defined at infinity. In the case where the base space is static, $\lim _{\rightarrow A} \beta^{\prime}$ can be identified as a projected scalar twist at infinity. This identification helps in understanding the coordinate dependence of $\beta^{\prime}$. Adding rotation to a static space could, for example, reduce the symmetry from spherical to axial. A coordinate dependent $\beta^{\prime}$ accomplishes this.

## III. APPLICATIONS

## A. Schwarzschild metric

We will take the base space to be the Schwarzschild metric in prolate spheroidal coordinates. The convenience of this choice has been stressed by Vorhees. ${ }^{12}$ In these coordinates $\xi=x$, with $x=r / m-1, r$ is the usual polar radius and $y=\cos \theta$. In their usual form, the coordinates are normalized to unit distance between foci. This is acceptable for one space, say the base space, but is an overly restrictive assumption to impose throughout the transformation. In general we have

$$
\begin{align*}
D^{\prime 2} A= & \frac{1}{\left(x^{2}-d^{2} y^{2}\right)}\left(\frac{\partial}{\partial x}\left(x^{2}-d^{2}\right) \frac{\partial A}{\partial x}+\frac{\partial}{\partial y}\left(1-y^{2}\right) \frac{\partial A}{\partial y}\right) \\
D^{\prime} A \cdot D^{\prime} B= & \frac{1}{\left(x^{2}-d^{2} y^{2}\right)}\left(\left(x^{2}-d^{2}\right) \frac{\partial A}{\partial x} \frac{\partial B}{\partial x}\right.  \tag{12}\\
& \left.\quad+\left(1-y^{2}\right) \frac{\partial A}{\partial y} \frac{\partial B}{\partial y}\right)
\end{align*}
$$

Substituting into Eq. (9), one finds a solution for $\beta$, $\operatorname{Im} \beta=0, \operatorname{Re} \beta=c y=c \cos \theta$, with $c^{2}+d^{2}=1$.

This solution generates the Kerr metric with $c=-a /$ $2 r_{0}$.
B. $\xi=\xi(x), \beta=\beta(y), \beta_{\text {rea }}$

Again using prolate spheroidal coordinates we assume $\xi$ is a general function of $x$, and $\beta$ a real general function of $y$. We will investigate what kinds of base spaces satisfying this will generate new solutions $\xi^{\prime}(x, y)$.

Using Eq. (12) we see the last terms of Eq. (9) vanishes. Equation (9) becomes

$$
\begin{equation*}
D^{\prime 2} \xi(x) / \xi(x)=-D^{\prime 2} \beta(y) / \beta(y)=\mathrm{const}=c_{1} \tag{13}
\end{equation*}
$$

which is Legendre's equation. $\xi(x)$ and $\beta(y)$ will both then satisfy a Legendre's equation in their own coordinate with $c_{1}=L(L+1)$. We have

$$
\begin{aligned}
& \beta_{L}(y)=a_{L} P_{L}(y)+b_{L} Q_{L}(y) \\
& \xi_{L}(x)=f_{L} P_{L}(x)+g_{L} Q_{L}(x)
\end{aligned}
$$

We can then say that for any space whose $\xi$ are either polynomial or logarithmic in $x$, we can generate new solutions. The Schwarzschild solution of part A is obviously a special case of this with $L=1$ and imposed asymptotic flatness and regularity. ${ }^{13}$

## C. Slow rotation

The identification of real $\beta$ with an angular speed allows Eq. (9) to be written in a slow rotation approximation, to first order in $\beta$, assuming $\beta$ real. We obtain

$$
\begin{align*}
& \left(\xi^{2}-1\right) D^{\prime 2} \xi=2 \xi D^{\prime} \xi \cdot D^{\prime} \xi  \tag{15}\\
& \left(\xi^{2}-1\right) D^{\prime 2} \beta=2 \beta D^{\prime} \xi \cdot D^{\prime} \xi+4 \xi D^{\prime} \xi \cdot D^{\prime} \beta
\end{align*}
$$

The first equation merely says that in the slow rotation limit, $\xi$ will continue to satisfy an Ernst equation in the new metric. The second equation determines $\beta$.

For example, using the solutions formed from $\xi=\xi(x)$,
and general $\beta(x, y)=\beta_{x}(x) \beta_{y}(y)$, we have two separated equations from Eq. (15). One gives

$$
\begin{equation*}
\beta_{y}(y)=\sum_{L} a_{L} P_{L}(y)+b_{L} Q_{L}(y), \tag{16}
\end{equation*}
$$

and the other is

$$
\begin{align*}
& \frac{d^{2} \beta_{x}}{d x^{2}}-4 \xi \frac{d \xi}{d x} \frac{\left(x^{2}-1\right)}{\xi^{2}-1} d \beta_{x} \\
& \quad+\left(\frac{2\left(x^{2}-1\right)}{\xi^{2}-1} \frac{d \xi}{d x} \xi-L(L+1)\right) \beta_{x}=0 \tag{17}
\end{align*}
$$

When these equations are applied to the general Weyl solutions, $\xi=\left((x+1)^{\delta}+(x-1)^{\delta}\right) /\left((x+1)^{\delta}-(x-1)^{\delta}\right)$, the slow rotation solution of Tomimatsu-Sato ${ }^{14}$ is reproduced.

In conclusion we have presented a one-fixed-point method of generating solutions to the field equations. We have shown that the method is especially adapted to base spaces where $\xi(x)$ is polynomial or logarithmic in the distance coordinate. An equation determining new solutions in the slow rotation limit for general $\xi=\xi(x)$ is derived.

The one-fixed-point method is significant not only because it generates new solutions but also because of the in-
sights it provides about the importance of asymptotic behavior. The matching point of the base and new space-times is conformal infinity. At conformal infinity the transformation is a simple translation of the angular speed.
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#### Abstract

Necessary and sufficient conditions are derived for a solution of Einstein's vacuum equations to depend on an arbitrary function of some scalar function $\phi$. Unlike the case of the scalar wave equation the constant surfaces of the function $\phi$ need not be null. This apparent anomaly is discussed.
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## 1. INTRODUCTION

While many exact solutions of Einstein's equations have been discovered by now, these generally depend on a finite, or at best countably infinite, number of parameters. The only exception known to the author are the plane-fronted waves, ${ }^{1}$ which can depend on an arbitrary function of a null coordinate $u$. Yet it is a feature of hyperbolic differential equations that they often have classes of solutions with arbitrary functions in them. It is the purpose of this paper to investigate this situation in general relativity. We shall find necessary and sufficient conditions for a one-parameter family of metrics to be generalizable, by which we mean that the metrics are still solutions of Einstein's equations after the parameter is replaced by an arbitrary function of some given function $\phi$.

Section 2 sets the scene. The scalar wave equation in Minkowski space is discussed in detail, conditions being derived for a solution of the form $F(x, f(\phi))$, where $f$ is an arbitrary function of a given function $\phi$ : a similar treatment of Maxwell's equations is outlined. Two main features are worth noticing in these cases. Firstly $\phi$ must satisfy the null condition

$$
\phi_{, \mu} \phi_{, v} g^{\mu \nu}=0
$$

i.e., the surfaces $\phi=$ const are null hypersurfaces. Secondly, no solutions of the form

$$
F=F(x, f(\phi, \psi))
$$

depending in an arbitrary way on two functions $\phi, \psi$ can exist.

In Sec. 3 we consider a one-parameter family of metrics $g_{\mu \nu}(x, \lambda)$. The Riemann tensor is computed for its generalization, which consists of replacing $\lambda$ by an arbitrary function $f(\phi)$. Conditions are then derived for the one-parameter family to be Riemann generalizable, i.e., in order that the resulting Riemann tensor should be obtained from the original one-parameter family of Riemann tensors by simply the same replacement of $\lambda$ by $f(\phi)$.

Section 4 is the key section. Here the same procedure is applied to the Ricci tensor, and somewhat surprisingly it is found that the conditions for Ricci generalizability are identical with those for Riemann generalizability, at least in the case of Riemannian or Lorentzian metrics. We now have all the conditions necessary for a one-parameter family of vacuum metrics to be generalizable.

In Sec. 5 we discuss one-parameter families of vacuum metrics which arise by simply applying a one-parameter
family of coordinate transformations to a given metric. The example of plane waves shows that this seemingly trivial procedure may lead to nonequivalent generalizations.

Section 6 discusses a particular specialization of the conditions derived in Sec. 4, in complete detail. All exact solutions are found which fall into this subcase, but unfortunately all turn out to depend on the arbitrary function in a trivial way whenever $\phi_{, \mu}$ is non-null.

Finally in Sec. 7 we discuss in greater detail the unexpected conclusion that the generalizing function $\phi$ is not necessarily a null coordinate in the case of general relativity. At first sight this seems to be at variance with what is known of the characteristic surfaces of Einstein's equations. It is shown that while in the case of the scalar wave equation or Maxwell's equations the constant surfaces of the generalizing function $\phi$ must be characteristic surfaces, this conclusion does not follow in the case of Einstein's equations. The way is therefore open for $\phi$ to be spacelike or timelike. However nontrivial examples will have to be more complicated than any analyzed in this paper.

## 2. GENERALIZABLE SOLUTIONS OF THE WAVE EQUATION AND MAXWELL'S EQUATIONS

Suppose we search for solutions of the wave equation

$$
\begin{equation*}
\square \psi \equiv \psi_{\mu}^{\prime \mu}=0 \tag{1}
\end{equation*}
$$

of the form

$$
\begin{equation*}
\psi=F\left(x_{x} f(\phi)\right), \tag{2}
\end{equation*}
$$

where $f(\phi)$ is an arbitrary function (subject to suitable differentiability conditions) of some scalar function $\phi$ on Minkowski space (the argument $x$ is shorthand for the four arguments $\left.x^{0}, x^{1}, x^{2}, x^{3}\right)$.

On setting $f=\lambda=$ const we see that

$$
\begin{equation*}
\psi=F(x, \lambda) \tag{3}
\end{equation*}
$$

is a one-parameter family of solutions of the wave equation

$$
\square F=0 .
$$

We shall say that such a one-parameter family of solutions (3) is generalizable by a (nonconstant) function $\phi$ if $\bar{\psi}=F(x, f(\phi))$ is also a solution of the wave equation for arbitrary functions $f$.

What conditions must $F(x, \lambda)$ satisfy in order for it to be generalizable by $\phi$ ? From (2) we clearly have

$$
\psi_{, \mu}=F_{, \mu}(x, f(\phi))+\frac{\partial F}{\partial \lambda}(x, f(\phi)) f^{\prime}(\phi) \phi_{\mu},
$$

where

$$
f^{\prime}(\phi)=\frac{d f}{d \phi}, \phi_{\mu}=\phi_{, \mu} .
$$

A more compact way of writing this equation is

$$
\begin{equation*}
\bar{\psi}_{\mu}=\bar{F}_{\mu}+\bar{K} f^{\prime}(\phi) \phi_{\mu} \tag{4}
\end{equation*}
$$

where

$$
\begin{align*}
& F_{\mu}=\frac{\partial F(x, \lambda)}{\partial x^{\mu}} \\
& K(x, \lambda)=\frac{\partial}{\partial \lambda} F(x, \lambda) \tag{5}
\end{align*}
$$

and placing a bar over a function involving the parameter $\lambda$ means that all occurrences of $\lambda$ are replaced by an arbitrary function $f(\phi)$.

Differentiating again and substituting in (1) gives
$0=\overline{\square F}+f^{\prime}(\phi)\left(2 \bar{K}_{\mu} \phi^{\mu}+\bar{K} \square \phi\right)+f^{\prime 2}(\phi) \frac{\overline{\partial K}}{\partial \lambda} \phi_{\mu} \phi^{\mu}$

$$
\begin{equation*}
+f^{\prime \prime}(\phi) \bar{K} \phi_{\mu} \phi^{\mu} . \tag{6}
\end{equation*}
$$

Since $f(\phi)$ is to bearbitrary it is clear that in order for $F(x, \lambda)$ to be generalizable by $\phi$ the coefficients of $f^{\prime}(\phi), f^{\prime 2}(\phi), f^{\prime \prime}(\phi)$ must vanish separately. This results in the following conditions:

$$
\begin{align*}
& F_{\mu}^{\mu}=0  \tag{7}\\
& \phi_{\mu} \phi^{\mu}=0  \tag{8}\\
& 2 K_{\mu} \phi^{\mu}+K \phi_{\mu}^{\mu}=0 . \tag{9}
\end{align*}
$$

Equation (7) is of course merely a restatement of the fact that $F$ is a one-parameter family of solutions of the wave equation. Equation ( 8 ) says that the $\phi=$ const surfaces are null hypersurfaces, i.e., characteristic surfaces. This feature is not surprising in view of the fact that discontinuities of solutions of the wave equation (e.g., choosing $f^{\prime \prime}$ discontinuous) can only occur across such characteristic surfaces. Equation (9) is a first-order linear partial differential equation for $K$, which can be solved for any given $\phi$. Note that it has been possible to remove bars from the equations arising out of Eq. (6), since for any one-parameter set of equations it is evidently true that

$$
H(x, \lambda)=0 \Leftrightarrow \bar{H}=H(x, f(\phi))=0
$$

Some typical examples of generalizable solutions are
(i) $F=F(y, z, \lambda)$ any one-parameter solution of the twodimensional Laplace equation

$$
F_{y y}+F_{z z}=0
$$

is generalizable by the functions $\phi=t \pm x$.
(ii) $F=\lambda r^{-1}$, where $r=\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}$ is generalizable by functions

$$
\phi=t \pm r
$$

(iii) $F=u(x, y, z) \lambda, \phi=t-v(x, y, z)$. This general case has been solved by Friedlander. ${ }^{2}$

If we had posed the above problem with $f$ an arbitrary function of two independent variables $\phi, \psi$ we would have obtained from the coefficients of $f_{\phi \phi}, f_{\psi \psi}$, and $f_{\phi \psi}$, respectively

$$
\phi_{\mu} \phi^{\mu}=\psi_{\mu} \psi^{\mu}=\phi_{\mu} \psi^{\mu}=0
$$

Since no two linearly independent null vectors may be orthogonal to each other in a Lorentzian metric, this condition is impossible to fulfill. Thus no solution of the wave equation may contain a general function of two variables. In nonLorentzian metrics this is not true, since

$$
\psi_{t u}+\psi_{w w}-\psi_{x x}-\psi_{y y}=0
$$

has solutions

$$
\psi=f(t \pm x, w \pm y), \quad f \text { arbitrary }
$$

A similar treatment for Maxwell's equations

$$
\begin{aligned}
& F_{\mu v, \rho}+F_{v \rho, \mu}+F_{\rho \mu, \nu}=0 \\
& F_{\mu v}^{, v}=0
\end{aligned}
$$

yields that a one-parameter family of solutions $F_{\mu \nu}(x, \lambda)$ is generalizable by a function $\phi$ if

$$
K_{\mu \nu} \equiv \frac{\partial F_{\mu \nu}}{\partial \lambda}=-K_{\nu \mu}
$$

satisfies

$$
K_{\mu \nu} \phi_{\rho}+K_{v \rho} \phi_{\mu}+K_{\rho \mu} \phi_{v}=0
$$

and

$$
K_{\mu \nu} \phi^{\nu}=0
$$

It follows from these equations again that

$$
\phi_{\rho} \phi^{\rho}=0
$$

and also that

$$
K_{\mu v}=\phi_{[\mu} q_{v]} \equiv=\frac{1}{2}\left(\phi_{\mu} q_{v}-\phi_{v} q_{\mu}\right)
$$

where $q_{v}$ is a spacelike vector satisfying

$$
\phi_{\mu} q^{\mu}=0
$$

## 3. RIEMANN-GENERALIZABLE METRICS

Let $g_{\mu \nu}=g_{\mu \nu}(x, \lambda)$ be a one-parameter family of gen-eral-relativistic metrics (i.e., four-dimensional with signature -+++1 . Again we adopt the convention that if $\phi$ is a given function on the space time we set

$$
\bar{g}_{\mu \nu}(x)=g_{\mu \nu}(x, f(\phi))
$$

where $f$ is an arbitrary function [i.e., $\bar{g}_{\mu v}$ actually represents a class of metrics arising from $g_{\mu v}(x, \lambda)$ and $\left.\phi\right]$.
We set

$$
\begin{equation*}
K_{\mu \nu}(x, \lambda)=\frac{1}{2} \frac{\partial}{\partial \lambda} g_{\mu \nu}(x, \lambda) \tag{10}
\end{equation*}
$$

and raise and lower indices by $g_{\mu \alpha^{\prime}} g^{\mu \alpha}$ :

$$
\begin{aligned}
& K_{\nu}^{\mu}=g^{\mu \alpha} K_{\alpha \nu} \\
& K^{\mu \nu}=g^{\mu \alpha} g^{\nu \beta} K_{\alpha \beta}=-\frac{1}{2} \frac{\partial}{\partial \lambda} g^{\mu \nu}
\end{aligned}
$$

Then

$$
\begin{equation*}
\frac{\partial}{\partial \lambda} \Gamma_{\mu \nu}^{\rho}=P_{\mu v, \alpha}^{\rho \alpha} \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{\mu \nu}^{\rho \alpha}=K_{\mu}^{\rho} \delta_{v}^{\alpha}+K_{v}^{\rho} \delta_{\mu}^{\alpha}-K_{\mu v} g^{\rho \alpha} . \tag{12}
\end{equation*}
$$

Now if $F=F(x, \lambda)$ is any function, then clearly

$$
\begin{equation*}
\bar{F}_{, \rho}=\overline{F_{, \rho}}+\frac{\overline{\partial F}}{\partial \lambda} f^{\prime}(\phi) \phi_{\rho} \tag{13}
\end{equation*}
$$

whence

$$
\begin{aligned}
\Gamma_{\mu \nu}^{\rho}(\bar{g}) & \left.\equiv \frac{\bar{g}^{\rho \sigma}\left(\bar{g}_{\sigma \mu, v}\right.}{}+\bar{g}_{\sigma v, \mu}-\bar{g}_{\mu v, \rho}\right) \\
& =\bar{\Gamma}_{\mu \nu}^{\rho}+\bar{P}_{\mu \nu}^{\rho \alpha} \phi_{\alpha} f^{\prime}(\phi) .
\end{aligned}
$$

Applying (13) again to $\Gamma_{\mu,, \rho}^{\rho}(\bar{g})$ and using (11) we obtain the following expression for the generalized Riemann tensor:

$$
\begin{align*}
R_{\mu \sigma}^{\rho}(\bar{g})= & \bar{R}{ }_{\mu \sigma v}^{\rho}(g)+f^{\prime}(\phi)\left[P_{\mu v, \alpha}^{\rho \alpha} \phi_{\sigma}-P_{\mu \sigma, \alpha}^{\rho \alpha} \phi_{v}\right. \\
& \left.+\left(P_{\mu \nu}^{\rho \alpha} \phi_{\alpha}\right)_{; \sigma}-\left(P_{\mu \sigma}^{\rho \alpha} \phi_{\alpha}\right)_{; v}\right]^{-} \\
& +f^{\prime 2}(\phi) \phi_{\alpha} \phi_{B}\left[P_{\mu \nu}^{\tau \alpha} P_{\tau \sigma}^{\rho \beta}-P_{\mu \sigma}^{\tau \alpha} P_{\tau v}^{\rho \beta}\right. \\
& \left.+\frac{\partial P_{\mu \nu}^{\rho \alpha}}{\partial \lambda} \delta_{\sigma}^{\beta}-\frac{\partial P_{\mu \sigma}^{\rho \alpha}}{\partial \lambda} \delta^{\beta}{ }_{v}\right]^{-} \\
& +f^{\prime \prime}(\phi) \phi_{\alpha} \phi_{\beta}\left[P_{\mu \nu}^{\rho \alpha} \delta_{\sigma}^{\beta}-P_{\mu \sigma}^{\rho \alpha} \delta_{v}^{\beta}\right]^{-} . \tag{14}
\end{align*}
$$

We call the family of metrics Riemann generalizable by the function $\phi$ if

$$
\begin{equation*}
R_{\mu \sigma v}^{\rho}(\bar{g})=\bar{R}_{\mu \sigma v}^{\rho}(g) \tag{15}
\end{equation*}
$$

i.e., if replacing $\lambda$ by an arbitrary function $f(\phi)$ implies the Riemann tensor components are obtained simply by replacing all occurrences of $\lambda$ by $f(\phi)$.

Since $f$ is arbitrary we may set the coefficients of $f^{\prime \prime}, f^{\prime 2}$, and $f^{\prime}$ separately to zero, and as in Sec. 2, we may remove all bars in these equations. Using Eq. (12) the coefficient of $f^{\prime \prime}(\phi)$ results in

$$
\begin{equation*}
\phi_{[\mu} K_{\rho][\nu} \phi_{\sigma]}=0 \tag{16}
\end{equation*}
$$

which holds if and only if there exists a vector field $\psi_{v}(x, \lambda)$ such that

$$
\begin{equation*}
K_{\mu v}=\phi_{\mu} \psi_{v}+\psi_{\mu} \phi_{v} \tag{17}
\end{equation*}
$$

The last two terms in the coefficient of $f^{\prime 2}$ are just $\partial / \partial \lambda$ applied to the coefficient of $f^{\prime \prime}$, hence they vanish as a consequence of Eq. (16). On the other hand, from Eq. (17) we obtain

$$
\begin{equation*}
\phi_{\alpha} P_{\mu \nu}^{\tau \alpha}=2 \psi^{\tau} \phi_{\mu} \phi_{v}, \tag{18}
\end{equation*}
$$

whence the first two terms of the coefficient of $f^{\prime 2}$ also vanish. Hence no further information arises by setting the coefficient of $f^{\prime 2}$ to zero.

Turning now to the coefficient of $f^{\prime}(\phi)$, when Eqs. (17) and (18) are substituted in this equation we obtain

$$
\begin{equation*}
\phi_{\mu} L^{\rho}{ }_{[\nu} \phi_{\sigma]}=L_{\mu[v} \phi_{\sigma \mid} \phi^{\rho} \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{\mu v}=\psi_{\mu ; v}+\psi_{v ; \mu} \equiv £_{\psi} g_{\mu v} \tag{20}
\end{equation*}
$$

That is, $L_{\mu \nu}$ satisfied the same equation as $K_{\mu \nu}$, whence

$$
\begin{equation*}
L_{\mu v}=\phi_{\mu} \alpha_{v}+\alpha_{\mu} \phi_{v} \tag{21}
\end{equation*}
$$

for some vector field

$$
\alpha_{\mu}=\alpha_{\mu}(x, \lambda)
$$

## 4. RICCI-GENERALIZABLE METRICS

Contracting Eq. (14) over $\rho$ and $\sigma$ we obtain conditions for a one-parameter family of metrics $g_{\mu \nu}(x, \lambda)$ to be Ricci generalizable by a function $\phi$, i.e., for

$$
\begin{equation*}
R_{\mu v}(\bar{g})=\bar{R}_{\mu v}(g) \tag{22}
\end{equation*}
$$

In this case the coefficient of $f^{\prime \prime}(\phi)$ gives rise to the equation

$$
\begin{equation*}
\phi_{\beta} K^{\beta}{ }_{\mu} \phi_{\nu}+\phi_{\beta} K^{\beta}{ }_{v} \phi_{\mu}-K_{\mu \nu} \phi_{\alpha} \phi^{\alpha}-K \phi_{\mu} \phi_{v}=0, \tag{23}
\end{equation*}
$$

where

$$
K=K_{\alpha}^{\alpha}
$$

If $\phi_{\alpha} \phi^{\alpha} \neq 0$, then it follows at once that

$$
\begin{equation*}
K_{\mu v}=\phi_{\mu} \psi_{v}+\psi_{\mu} \phi_{v} \tag{24}
\end{equation*}
$$

for some $\psi_{\mu}=\psi_{\mu}(x, \lambda)$.
If $\phi_{\alpha} \phi^{\alpha}=0$ however, we can only conclude from
Eq.(23) that $\phi_{\mu}$ is a (null) eigenvector of $K_{\mu \nu}$,

$$
\begin{equation*}
\phi_{\rho} K_{\mu}^{\rho}=\frac{1}{2} K \phi_{\mu} \tag{25}
\end{equation*}
$$

Again the last two terms of the coefficient of $f^{\prime 2}$ vanish on taking $\partial / \partial \lambda$ of the $f^{\prime \prime}$ equation, while the first two terms give rise to the equation

$$
\phi_{\alpha} \phi_{\beta}\left(P_{\mu \nu}^{\tau \alpha} P_{\tau \rho}^{\rho \beta}-P_{\mu \rho}^{\tau \alpha} P_{\tau \nu}^{\rho \beta}\right)=0 .
$$

In the case $\phi_{\alpha} \phi^{\alpha} \neq 0$, substitution of (24) immediately guarantees that this equation is fulfilled, but in the case $\phi_{\alpha} \phi^{\alpha}=0$ one obtains from (25) the condition

$$
\begin{equation*}
\left(\frac{1}{2} K^{2}-K_{\alpha \beta} K^{\alpha \beta}\right) \phi_{\mu} \phi_{v}=0 \tag{26}
\end{equation*}
$$

If we assume the metric is Lorentzian (signature $n-2$, where $n=$ dimension of space) then (24) again follows from (25) and (26). To see this, let $\sigma_{v}$ be a second null vector normalized such that

$$
\sigma_{v} \sigma^{v}=\phi_{v} \phi^{v}=0, \quad \sigma_{v} \phi^{v}=1
$$

and let $e_{i}^{\mu}(i=2, \ldots, n-1)$ be an orthonormal basis of the tangent subspace orthogonal to $\phi_{v}$ and $\sigma_{v}$, i.e.,

$$
\sigma_{\mu} e_{i}^{\mu}=\phi_{\mu} e_{i}^{\mu}=0, \quad e_{i \mu} e_{j}^{\mu}=\delta_{i j}
$$

It is clear that $\phi_{\mu}, \rho_{\mu}, e_{i}^{\mu}$ form a basis of the tangent space and $K_{\mu v}$ may be expanded in this basis

$$
\begin{aligned}
K_{\mu v}= & K_{00} \phi_{\mu} \phi_{v}+K_{01}\left(\phi_{\mu} \sigma_{v}+\sigma_{\mu} \phi_{v}\right)+K_{11} \sigma_{\mu} \sigma_{v} \\
& +\sum_{i} K_{0 i}\left(\phi_{\mu} e_{i v}+e_{i \mu} \phi_{v}\right)+K_{1 i}\left(\sigma_{\mu} e_{i v}+e_{i \mu} \sigma_{v}\right) \\
& +\sum_{i j} K_{i j} e_{i \mu} e_{j v}
\end{aligned}
$$

Equation (25) then gives

$$
K_{11}=K_{1 i}=0, \quad \sum_{i} K_{i i}=0
$$

while (26) implies

$$
\sum_{i, j} K_{i j}^{2}=0
$$

Hence $K_{i j}=0$ for all $i, j$ and Eq. (24) holds with

$$
\psi_{\mu}=\frac{1}{2} K_{00} \phi_{\mu}+K_{01} \sigma_{\mu}+\sum_{i} K_{0 i} e_{i \mu}
$$

It is easy to convince oneself that if the signature were other than Lorentzian (or Riemannian) the conclusion (24) would not in general be justified. In general relativity ( $n=4$, Lorentzian) we may however adopt Eq. (24) as being equivalent to the $f^{\prime \prime}$ and $f^{\prime 2}$ equations.

There remains the equation arising from setting the coefficient of $f^{\prime}(\phi)$ equal to zero,

$$
P_{\mu v ; \alpha}^{\rho \alpha} \phi_{\rho}-P_{\mu \rho ; \alpha}^{\rho \alpha} \phi_{v}+\left(P_{\mu \nu}^{\rho \alpha} \phi_{\alpha}\right)_{: \rho}-\left(P_{\mu \rho}^{\rho \alpha} \phi_{\alpha}\right)_{: v}=0
$$

On substituting Eqs. (12) and (24) we obtain

$$
\phi_{\rho} \phi^{\rho} L_{\mu \nu}-\phi_{v} L_{\mu \rho} \phi^{\rho}-\phi_{\mu} L_{v \rho} \phi^{\rho}+L_{\rho}^{\rho} \phi_{\mu} \phi_{v}=0
$$

where $L_{\mu \nu}$ is given by Eq. (20). That is, $L_{\mu \nu}$ satisfies the same equation as $K_{\mu \nu}$ [Eq. (23)] and again we may conclude that $L_{\mu \nu}$ has the form given in (21). In summary then

Theorem 1: A one-parameter family of Riemannian or Lorentzian metrics $\mathrm{g}_{\mu \nu}(x, \lambda)$ is Ricci generalizable by a function $\phi$ if and only if there exist vector fields $\psi_{\mu}(x, \lambda)$ and $\rho_{\mu}(x, \lambda)$ such that

$$
\begin{equation*}
K_{\mu \nu} \equiv \frac{1}{2} \frac{\partial}{\partial \lambda} g_{\mu \nu}=\phi_{\mu} \psi_{\nu}+\psi_{\mu} \phi_{v} \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{\mu \nu} \equiv \psi_{\mu ; v}+\psi_{v, \mu}=\phi_{\mu} \rho_{v}+\rho_{\mu} \phi_{v} . \tag{28}
\end{equation*}
$$

Since these conditions are exactly the same as those obtained in Sec. 3 we also have the following result:

Theorem 2: A one-parameter family of Riemannian or Lorentzian metrics $g_{\mu \nu}(x, \lambda)$ is Ricci generalizable by a function $\phi$ if and only if it is Riemann generalizable.

Perhaps the most surprising aspect of these theorems is that $\phi_{\mu}$ is not necessarily a null vector. We shall return to this point later. To conclude this section we just wish to remark that as in the case of the scalar wave equation, no metrics are Ricci generalizable by arbitrary functions of two independent variables $f(\phi, \psi)$ (with $\phi_{\mu}, \psi_{\mu}$ linearly independent vector fields).

This follows by setting up the equations (22) and setting to zero all coefficients of $f_{\phi}, f_{\psi}$, etc. The coefficients of $f_{\phi \phi}, f_{\psi \psi}, f_{\phi \psi}$ yield, respectively
$\phi_{\mu} \alpha_{v}+\alpha_{\mu} \phi_{v}-K \phi_{\mu} \phi_{v}=K_{\mu \nu} \phi_{\alpha} \phi^{\alpha}$,
$\psi_{\mu} \beta_{v}+\beta_{\mu} \psi_{v}-K \psi_{\mu} \psi_{v}=K_{\mu v} \psi_{\alpha} \psi^{\alpha}$,
$\psi_{\mu} \alpha_{v}+\alpha_{\mu} \psi_{v}+\phi_{\mu} \beta_{v}+\beta_{\mu} \phi_{v}-K\left(\phi_{\mu} \psi_{v}+\psi_{\mu} \phi_{v}\right)$

$$
\begin{equation*}
=2 K_{\mu \nu} \phi_{\alpha} \psi^{\alpha}, \tag{31}
\end{equation*}
$$

where

$$
\alpha_{\mu}=K_{\mu \rho} \phi^{\rho}, \quad \beta_{\mu}=K_{\mu \rho} \psi^{\rho}
$$

By taking suitable linear combinations of $\phi$ and $\psi$ it is easy to see that for Riemannian or Lorentzian metrics there is no loss of generality in assuming that

$$
\phi_{\alpha} \phi^{\alpha} \neq 0, \quad \psi_{\alpha} \psi^{\alpha} \neq 0
$$

Equations (29) and (30) give at once that $\alpha_{\mu}$ and $\beta_{\mu}$ must be linear combinations of $\phi_{\mu}$ and $\psi_{\mu}$

$$
\alpha_{\mu}=a \phi_{\mu}+b \psi_{\mu}, \quad \beta_{\mu}=c \phi_{\mu}+d \psi_{\mu}
$$

and substituting back in (29) and (30) results in

$$
K_{\mu \nu}=B\left(\phi_{\mu} \psi_{v}+\psi_{\mu} \phi_{\nu}\right)
$$

where

$$
b=B \phi_{\alpha} \phi^{\alpha}, a=d=B \phi_{\alpha} \psi^{\alpha}, c=B \psi_{\alpha} \psi^{\alpha}
$$

Finally substituting into (31) results in $B=0$, i.e.,

$$
K_{\mu v}=0
$$

which proves the desired result.
The most interesting case arises in general relativity when $R_{\mu v}(g)=0$ leads to $\bar{R}_{\mu \nu}(\bar{g})=0$; we call this situation vacuum generalizable. Theorems 1 and 2 clearly apply to this case.

## 5. COORDINATE TRANSFORMATIONS

A particularly simple way of generating a one-parameter family of vacuum metrics is to apply a one-parameter family of coordinate transformations

$$
y^{\mu}=y^{\mu}(x, \lambda)
$$

with inverse

$$
x^{\mu}=x^{\mu}(y, \lambda)
$$

to a given parametrized vacuum metric $\stackrel{\circ}{g}_{\mu v}(x, \lambda, \mu, \ldots)\left(\dot{g}_{\mu v}\right.$ may of course depend on no parameters at all). This new family
$g_{\mu v}(y, \lambda, \mu, \ldots)=\dot{g}_{\alpha \beta}(x(y, \lambda), \lambda, \mu, \ldots) \frac{\partial x^{\alpha}}{\partial y^{\mu}}(y, \lambda) \frac{\partial x^{\beta}}{\partial y^{v}}(y, \lambda)$
is of course geometrically equivalent to the original family $\dot{g}_{\mu v}$, but if it is vacuum generalizable there is no guarantee that its generalizations by a function $\phi$ are so equivalent.

Unfortunately Theorem 2 implies that the simplest possible procedure, namely, to apply a one-parameter coordinate transformation to flat (Minkowski) space does not lead to anything new. For in this case the Riemann tensor vanishes for the entire family, and hence all its generalizations also have vanishing Riemann tensor and are therefore flat. However, for curved vacuum metrics the procedure may result in new metrics.

Differentiating (32) with respect to $\lambda$ gives the transformation of $K_{\mu \nu}$

$$
\begin{equation*}
K_{\mu v}(y, \lambda)=\stackrel{\circ}{K}_{\alpha \beta}(x(y, \lambda), \lambda) \frac{\partial x^{\alpha}}{\partial y^{\mu}} \frac{\partial x^{\beta}}{\partial y^{v}}+\xi_{(\mu ; v)} \tag{33}
\end{equation*}
$$

where

$$
\xi^{\beta}(y, \lambda)=-\frac{\partial y^{\beta}}{\partial \lambda}=\frac{\partial x^{\alpha}}{\partial \lambda} \frac{\partial y^{\beta}}{\partial x^{\alpha}}
$$

and ";" refers to covariant derivative with respect to $g_{\mu v}$ (all other parameters $\mu, \ldots$ have been suppressed). A similar analysis for any tensor $\stackrel{\circ}{T} \rho \sigma \ldots(x, \lambda)$ yields the general result
$\frac{\partial}{\partial \lambda} T_{\rho \ldots \ldots}^{\mu \nu \ldots}(y, \lambda)=\left(\frac{\partial}{\partial \lambda} \stackrel{\circ}{T}_{\gamma \delta \ldots}^{\alpha \beta \ldots}\right) \frac{\partial y^{\mu}}{\partial x^{\alpha}} \cdots \frac{\partial x^{\gamma}}{\partial y^{\rho}} \cdots+£_{\zeta} T_{\gamma \delta \ldots \ldots}^{\alpha \beta \ldots}$,
where

$$
T_{\rho \sigma \ldots}^{\mu \nu \ldots}(y, \lambda)=\dot{T}_{\gamma \delta \ldots}^{\alpha \beta}(x(y, \lambda), \lambda) \frac{\partial y^{\mu}}{\partial x^{\alpha}} \cdots \frac{\partial x^{\gamma}}{\partial y^{\rho}} \cdots
$$

## Examples

(1) Suppose $g_{\mu \nu}(y, \lambda)$ is a one-parameter family of vacuum metrics, generalizable by a function $\phi$, i.e., suppose Eqs.(27) and (28) hold. If $\rho_{\mu}=0$, then

$$
\psi_{\mu ; v}+\psi_{v ; \mu}=0
$$

i.e., $\psi_{\mu}$ is a Killing vector and from (27) we have

$$
K_{\mu v}=\xi_{\mu ; v}
$$

where

$$
\xi_{\mu}=2 \phi \psi_{\mu}
$$

Hence $g_{\mu v}(y, \lambda)$ is obtained by applying a coordinate transformation to $\dot{g}_{\mu \nu}(x)=g_{\mu v}(x, 0)$, given by

$$
\frac{\partial y^{\mu}}{\partial \lambda}=-\xi^{\mu}=-2 \phi(y) \psi^{\mu}(y, \lambda)
$$

subject to

$$
\begin{aligned}
& y^{\mu}(x, 0)=x^{\mu} \\
& \text { (2) Plane-fronted waves }{ }^{1}: \\
& d s^{2}=-2 H d u^{2}+2 d u d v+d x^{2}+d y^{2},
\end{aligned}
$$

where

$$
H=H(u, x, y)
$$

is subject to

$$
\begin{equation*}
H_{.22}+H_{.33}=0 \tag{34}
\end{equation*}
$$

$\left(x^{0}=u, x^{1}=v, x^{2}=x, x^{3}=y\right)$. All such metrics satisfy Einstein's vacuum equations. Thus, it is clear that $H=H(\lambda, x, y)$ gives rise to a one-parameter family of metrics which are vacuum generalizable by $\phi=u$. All conditions of Theorem 1 are satisfied since

$$
K_{\mu v}=-\frac{\partial H}{\partial \lambda} u_{, \mu} u_{, v}
$$

whence Eq. (27) holds with

$$
\psi_{\mu}=-\frac{1}{2} \frac{\partial H}{\partial \lambda} u_{, \mu}
$$

and (28) follows with

$$
\rho_{\mu}=-\frac{\partial^{2} H}{\partial x^{\mu} \partial \lambda}
$$

Theorem 2 is easily verified by computing the Riemann tensor, whose only surviving components are

$$
R_{O A O B}=H_{A B}(A, B=2,3)
$$

Clearly $\lambda$ is replaced by $f(u)$ in these components, hence these solutions are all Riemann generalizable. Flat space occurs if $H$ is linear in $x$ and $y$. Plane waves arise if $H$ is quadratic in $x$ and $y$, and may be regarded as generalizations by $\phi=u$ of the two-parameter metric having

$$
H=\lambda_{1}\left(x^{2}-y^{2}\right)-2 \lambda_{2} x y .
$$

If we set $\lambda_{1}=\cos 2 \lambda, \lambda_{2}=\sin 2 \lambda$, then

$$
K_{\mu v}=\xi_{\left(\mu: v^{\prime}\right)},
$$

where $\xi_{\|}=(0,0,-\boldsymbol{y}, \boldsymbol{x})$. In this case the one-parameter family is obtained from

$$
d S^{2}=-2\left(X^{2}-Y^{2}\right) d u^{2}+2 d u d v+d X^{2}+d Y^{2}
$$

by performing the one-parameter family of coordinate transformations

$$
\begin{aligned}
& x=X \cos \lambda+Y \sin \lambda \\
& y=-X \sin \lambda+Y \cos \lambda .
\end{aligned}
$$

However the generalizations obtained by setting $\lambda=f(u)$ are not in general equivalent to $\hat{g}_{\mu \nu}$, since the generalizations are plane waves with variable phase and amplitude while $\dot{g}_{\mu \nu}$ has constant phase and amplitude. So here is an example where the original one-parameter family of metrics are all equivalent but their generalizations result in genuinely inequivalent metrics.

## 6. A SPECIAL CASE

It turns out that if we set $\psi_{\mu}$ proportional to $\phi_{\mu}$, the generalizable metrics can all be written down explicitly. The
analysis is rather long and we will only outline the main steps here.

If $\phi_{\mu}$ is a null vector field, then Eq. (28) immediately shows that it is shear-free and twist-free. All such metrics have been discovered by Kundt ${ }^{3}$ and need not be discussed further here.

If $\phi_{\mu}$ is non-null, let us postulate it to be timelike (the spacelike case is similarly analyzed) and set $x^{0}=\phi$. From Eq. (27) it is easily shown that coordinates $x^{i}(i=1,2,3)$ may be found such that

$$
d s^{2}=-N^{2}(x, \lambda)\left(d x^{0}\right)^{2}+g_{i j}(x) d x^{i} d x_{j}
$$

Since $\psi_{\mu}=f(x, \lambda) \phi_{\mu}$, Eq. (28) shows that

$$
0=\phi_{i, j\rangle}=-\Gamma_{i j}^{0}=-\frac{1}{2} N^{-2} g_{i j, 0},
$$

whence $g_{i j}=g_{i j}\left(x^{1}, x^{2}, x^{3}\right)$. Now the spatial part of the Einstein field equations gives

$$
R_{i j}^{(3)}=N^{-1} N_{i j},
$$

where $\mid$ refers to covariant derivative with respect to the three-metric $g_{i j}$.

Since $R_{i j}^{(3)}$, being constructed from the three-metric $g_{i j}$, has no $\lambda$ dependence it can be verified that

$$
\xi_{i}=N^{2}\left(N^{-1} \frac{\partial N}{\partial \lambda}\right)_{, i}
$$

satisfies

$$
\xi_{(i, j)}=0
$$

and is therefore a hypersurface-orthogonal Killing threevector. We can therefore cast the metric in a Weyl form

$$
\begin{equation*}
d s^{2}=-e^{2 \alpha+2 \mu}\left(d x^{0}\right)^{2}+e^{2 \mu}\left(d x^{1}\right)^{2}+e^{2 v} d \zeta d \bar{\zeta} \tag{35}
\end{equation*}
$$

where

$$
\begin{aligned}
& \zeta=x^{2}+i x^{3}, \quad \bar{\zeta}=x^{2}-i x^{3} \\
& \mu=\mu(\zeta, \bar{\zeta}), \quad \gamma=\gamma(\zeta, \bar{\zeta}), \quad \alpha=\alpha\left(x^{0}, x^{1}, \zeta, \bar{\zeta}\right) .
\end{aligned}
$$

The Einstein equations may now be written out in full:
$\alpha_{1 \xi}+\alpha_{1} \alpha_{\xi}=0$,
$\alpha_{11}+\alpha_{1}^{2}+e^{2 \mu-2 v}\left(4 \mu_{\xi \bar{\zeta}}+8 \mu_{\xi} \mu_{\bar{\xi}}+2 \alpha_{\xi} \mu_{\bar{\xi}}+2 \alpha_{\bar{\xi}} \mu_{\zeta}\right)=0$,
$\alpha_{\xi \bar{\xi}}+\alpha_{\zeta} \alpha_{\xi}+\alpha_{\xi} \mu_{\xi}+\alpha_{\bar{\xi}} \mu_{\zeta}=0$,
$\alpha_{\zeta \zeta}+\alpha_{\zeta}^{2}+2 \alpha_{\xi}\left(\mu_{\zeta}-v_{\xi}\right)+2 \mu_{\zeta \zeta}+2 \mu_{\xi}^{2}-4 v_{\zeta} \mu_{\zeta}=0$,
and

$$
\begin{equation*}
\boldsymbol{v}_{\xi \bar{\xi}}+\mu_{\xi \bar{\xi}}+\mu_{\xi} \mu_{\xi}=0 . \tag{40}
\end{equation*}
$$

Now Eq. (36) implies that

$$
\begin{equation*}
e^{\alpha}=G\left(x^{0}, x^{1}\right)+F\left(x^{0}, \zeta, \bar{\zeta}\right) . \tag{41}
\end{equation*}
$$

Case ( $i$ ): $\alpha_{1}=G_{1} \equiv \frac{\partial G}{\partial x^{1}} \neq 0$.
Substitution of (41) into (39) gives

$$
\mu_{\xi \xi}+\mu_{\xi}^{2}-2 v_{\zeta} \mu_{\xi}=0
$$

Together with the results of differentiating Eqs. (38) and (39) with respect to $\zeta$ and $\bar{\zeta}$, respectively, this results in

$$
2 v_{\zeta \overline{5}}-\mu_{\zeta \overline{5}}-\mu_{\varsigma} \mu_{\bar{\xi}}=0,
$$

which is clearly only consistent with Eq. (40) if $\boldsymbol{v}_{\xi \xi}=0$. Now
at this point a computation of the Riemann tensor components would show them all to vanish, so there is no need to proceed further with this case as it can only result in flat space.
Case (ii): $\alpha_{1}=0$.
In this case, Eqs. (37) and (38) result in

$$
\left(e^{\alpha+2 \mu}\right)_{5 \bar{\xi}}=0
$$

whence

$$
e^{\alpha}=e^{-2 \mu}\left[f\left(x^{0}, \zeta\right)+\bar{f}\left(x^{0}, \bar{\zeta}\right)\right]
$$

and

$$
\begin{equation*}
2 \mu_{\xi \bar{\xi}}(f+\bar{f})+\mu_{\bar{\xi}} f_{\xi}+\mu_{\xi} \bar{f}_{\bar{\zeta}}=0 \tag{42}
\end{equation*}
$$

Let $\phi=f(0, \zeta)$ and set

$$
\begin{equation*}
K\left(x^{0}, \zeta, \bar{\zeta}\right)=(f+\bar{f}) /(\phi+\bar{\phi}) \tag{43}
\end{equation*}
$$

We are clearly only interested in the case $K \neq$ const, else there is no $x^{0}$ dependence in the metric at all. Equation (42) is clearly equivalent to the pair of equations

$$
\begin{equation*}
2 \mu_{\zeta \bar{\xi}}(\phi+\bar{\phi})+\mu_{\bar{\xi}} \phi_{\xi}+\mu_{\zeta} \bar{\phi}_{\bar{\zeta}}=0 \tag{44}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{\zeta} \mu_{\bar{\zeta}}+K_{\bar{\zeta}} \mu_{\zeta}=0 \tag{45}
\end{equation*}
$$

while Eq. (39) implies

$$
\begin{equation*}
2(\phi+\bar{\phi}) \mu_{5}-2\left(v_{5}+\mu_{5}\right) \phi_{5}+\phi_{5 \zeta}=0 \tag{46}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(e^{-2 \tau} K_{\zeta}\right)_{\zeta}=0 \tag{47}
\end{equation*}
$$

where

$$
\tau=v+\mu-\ln (\phi+\bar{\phi})
$$

Hence

$$
K_{\zeta}=\bar{p}\left(x^{0}, \bar{\zeta}\right) e^{2 \tau}, \quad K_{\bar{\zeta}}=p\left(x^{0}, \zeta\right) e^{2 \tau}
$$

for some function $p\left(x^{0}, \zeta\right)$. From Eq. (45) one sees that $p=P\left(x^{0}\right) b(\zeta)$ for some real function $P$ and complex function $b(\zeta)$. Defining a complex function $Z(\xi)$ by

$$
\frac{d Z}{d \xi}=-\frac{i}{b(\zeta)}
$$

we see that $\mu=\mu(x)$ where we have set $Z=x+i y$. By changing the complex coordinates $\zeta, \bar{\xi}$ to $Z, \bar{Z}$ it is now a relatively straightforward matter to integrate Eqs. (43)-(47). Apart from some removable arbitrary constants, there are three distinct cases, arising from

$$
\left(\mu^{\prime}\right)^{-1}=x, \sin x, \text { or } \sinh x
$$

The first case leads only to flat space whilst the second results in the metric

$$
\begin{aligned}
d s^{2}= & (1+\cos x)^{2}\left\{-\left[A\left(x^{0}\right) e^{y}+B\left(x^{0}\right) e^{-y}\right]^{2}\left(d x^{0}\right)^{2}\right. \\
& \left.+d x^{2}+d y^{2}\right\}+\frac{(1-\cos x)}{(1+\cos x)}\left(d x^{\prime}\right)^{2}
\end{aligned}
$$

At first sight it appears that one has here a vacuum metric of the desired kind, exhibiting arbitrary functions $A, B$ of a timelike coordinate $\boldsymbol{x}^{0}$. However, further inspection reveals that the two-metric

$$
-\left[A\left(x^{0}\right) e^{y}+B\left(x^{0}\right) e^{-y}\right]^{2}\left(d x^{0}\right)^{2}+d y^{2}
$$

has constant curvature (curvature scalar $=1$ ). As any such
two-metric can be brought to a canonical form, it is clear that coordinate transformations exist which eliminate the arbitrary functions. The resulting space time is then a very special Weyl static axisymmetric solution. The case $\mu^{\prime}=(\sinh x)^{-1}$ is similar.

## 7. RELATION TO CHARACTERISTICS AND CONCLUSIONS

The structure of solutions to Einstein's equations involving arbitrary functions has been shown to possess remarkably simple properties. Perhaps the most surprising aspect of the results in Theorems 1 and 2 is that the gradient of the function $\phi$ need not be a null vector, as is the case for the scalar wave equation or Maxwell's equations. This is especially surprising in view of the fact that characteristic surfaces of Einstein's equations (i.e., surface $\phi=$ const across which the curvature tensor has a discontinuity) are known to be null surfaces. ${ }^{4,5}$ Since such discontinuities can apparently be generated by setting the arbitrary function $f$ to be discontinuous, it seems at first sight paradoxical that this conclusion does not follow. A detailed look at Pirani's treatment of characteristics reveals the reason for this apparent discrepancy.

In the case of the scalar wave equation, a discontinuity in $f^{\prime \prime}(\phi)$ gives rise, via Eq. (6), to the usual characteristic condition (8). Similarly in Maxwell's equations a discontinuity in $f^{\prime}(\phi)$ gives rise to the characteristic conditions

$$
\Delta F_{\mu \nu}=\phi_{[\mu} q_{v]}, \phi_{\mu} \phi^{\mu}=0, \phi_{\mu} q^{\mu}=0
$$

obtained on replacing $K_{\mu v}$ by $\Delta F_{\mu v}$.
For Einstein's equations it is not strictly allowable to set $f(\phi)$ discontinuoussince this violates the usual $C^{2}$-differentiability conditions. If one sets $f^{\prime \prime}(\phi)$ discontinuous, this does indeed result in the discontinuity of the Riemann tensor

$$
\Delta R_{\mu \nu \rho \sigma}=2 \phi_{i \mu} K_{\rho\rfloor \mathfrak{l} \nu} \phi_{\sigma]} \Delta f^{\prime \prime}(\phi)
$$

while the condition $\Delta R_{\mu \nu}=0$ results in

$$
\begin{aligned}
0=\Delta R_{\mu \rho}= & \left(K_{\mu \rho} \phi_{\nu} \phi^{\nu}-\phi_{\mu} K_{\rho v} \phi^{v}-\phi_{\rho} K_{\mu \nu} \phi^{v}\right. \\
& \left.+K \phi_{\mu} \phi_{\rho}\right) \Delta f^{\prime \prime}(\phi)
\end{aligned}
$$

which implies in turn

$$
\Delta R_{\rho \mu \sigma v} \phi_{\alpha} \phi^{\alpha}=0
$$

At this point it is argued that if $\Delta R_{\rho \mu \sigma \nu} \neq 0$ (i.e., the surface $\phi=$ const is a characteristic), then $\phi_{\alpha} \phi^{\alpha}=0$. However, our discussion has shown that it is precisely the case $\Delta R_{\rho \mu \sigma v}=0$ which occurs here since $R_{\mu \nu \rho \sigma}$ depends only on $f(\phi)$ and not its derivatives. While it is tempting on this account to permit $f(\phi)$ to be discontinuous there appears to be no guarantee that this violation of Lichnerowicz conditions can be undone by a (discontinuous) coordinate transformation. It should furthermore be recognized that these continuity conditions are an integral part of the proof of the nullness of characteristic surfaces.

Nevertheless one's feeling that this problem is intimately connected with characteristics goes deep, and this paper only goes a little way to disturbing it. The detailed example given in Sec. 6, at first looks most promising in its goal of
obtaining a family of solutions depending in an arbitrary way on a non-null function, only to dissolve in the final analysis through a series of coordinate transformations. Whether the same phenomenon would occur in general, without the restrictive ansatz $\psi_{\mu} \propto \phi_{\mu}$, is impossible to say at this point. In conclusion, it is perhaps worth pointing out the existence ${ }^{6}$ of a family of solutions of the Einstein dust equations, $G_{\mu v}=\rho u_{\mu} u_{v}$, which have in them arbitrary functions of a spacelike coordinate. It is not inconceivable that interior solutions like this, which permit a certain amount of arbitrary variation of the matter distribution, could not lead to exterior solutions similarly dependent on an arbitrary function.
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#### Abstract

The exterior Cauchy problem is discussed for the fourth-order theories of gravity derived from the Lagrangian densities $\mathscr{L}=\sqrt{-g}\left(R+\frac{1}{2} a R^{2}+b R_{\mu v} R^{\mu v}\right)-\kappa \mathscr{L}_{m}$. When $b \neq 0$, the Cauchy problem can be solved by the standard method already used in general relativity. When $b=0$, the problem cannot be formulated as in the case where $b \neq 0$, since the corresponding fourth-order theory is shown to be equivalent to a second-order scalar-tensor theory. This scalar-tensor theory is proved to coincide with one of the models of gravity proposed by O'Hanlon in order to present a covariant version of the massive dilaton theory suggested by Fujii. This result is generalized: The models of O'Hanlon are shown to be indistinguishable from the fourth-order theories derived from the Lagrangian densities $\mathscr{L}=\sqrt{-g} F(R)-\kappa \mathscr{L}_{m}$, where $F$ is any real function such that $F^{\prime \prime}(R)$ does not identically vanish.


PACS numbers: 04.50. +h

## I. INTRODUCTION

In recent years, the quantization of the gravitational field has given rise to much interest in the fourth-order theories of gravity derived from the Lagrangian densities ${ }^{1,2}$

$$
\begin{equation*}
\mathscr{L}=\sqrt{-g}\left(R+\frac{1}{2} a R^{2}+b R_{\mu \nu} R^{\mu v}\right)-\kappa \mathscr{L}_{m}, \tag{1}
\end{equation*}
$$

where $R$ denotes the scalar curvature, $R_{\mu \nu}$ the Ricci tensor, $\mathscr{L}_{m}$ the matter Lagrangian, $\kappa$ a coupling constant similar to the Einstein constant, and $a, b$ two parameters with dimension of a squared length. Moreover, the effects on cosmological solutions of adding quadratic terms in the curvature tensor to the usual Einstein-Hilbert action have been considered by a number of authors. ${ }^{3}$

The purpose of the present work is to study the exterior Cauchy problem for the two-parameter family of field equations derived from (1). Stelle ${ }^{4}$ has already touched on this problem for the linearized equations by using the de Rham transverse-traceless decomposition of the metric. Although this procedure presents the advantage of exhibiting the various helicity components of the gravitational potentials, we employ in our investigations the classical method developed by Lichnerowicz ${ }^{5}$ and others for general relativity. Indeed this method brings very fruitful information about the intrinsic structure of the theories examined here, particularly in the case where $b=0 .{ }^{6}$

Section II is concerned with the exterior Cauchy problem in the case where $b \neq 0$.

The other sections are devoted to the field equations obtained when $b=0$. For these equations, the Cauchy problem cannot be solved if one formulates it as in Sec. II. To remove this difficulty, we are led to construct a second-order scalar-tensor model equivalent to the fourth-order equations (see Sec. III). Using the new system of equations, we reformulate and solve the Cauchy problem in Sec. IV. In Sec. V the scalar-tensor model constructed in Sec. III is compared with one of the models of gravity proposed by O'Hanlon ${ }^{7}$ in order to get a covariant formulation of the massive dilaton theory suggested by Fujii. ${ }^{8}$ It is then proved that any model of O'Hanlon is equivalent to a theory of gravity in-
volving fourth-order derivative terms. Section VI contains our conclusions.

## II. THE EXTERIOR CAUCHY PROBLEM FOR $b \neq 0$

In this work, we consider a Lorentzian space-time $V_{4}$ in which the connection is the Christoffel connection formed from the metric tensor $g_{\mu v}$. The variation of the Lagrangian density (1) with respect to the $g^{\mu v}$ yields the fourth-order field equations ${ }^{1,3,4}$

$$
\begin{equation*}
G_{\mu \nu}=\kappa T_{\mu \nu} \quad(\mu, v=0,1,2,3) \tag{2}
\end{equation*}
$$

where

$$
\begin{aligned}
G_{\mu \nu}= & b R_{\mu \nu \lambda, \lambda} ; \lambda+\left(a+\frac{1}{2} b\right) g_{\mu \nu} \square R \\
& -(a+b) R_{; \mu ; \nu}+a R\left(R_{\mu \nu}-\frac{1}{4} R g_{\mu \nu}\right) \\
& +2 b\left(R_{\mu \rho v \sigma}-\frac{1}{4} g_{\mu \nu} R_{\rho \sigma}\right) R^{\rho \sigma}+R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu},(3) \\
T_{\mu \nu}= & \frac{1}{\sqrt{-g}} \frac{\delta \mathscr{L}_{m}}{\delta g^{\mu \nu}} .
\end{aligned}
$$

The Ricci tensor $R_{\mu \nu}$ and the scalar curvature $R$ are defined by

$$
\begin{aligned}
& R_{\mu \nu}=R_{\mu \lambda v}^{\lambda}, \quad R=g^{\mu \nu} R_{\mu \nu} \\
& R_{\mu \beta \nu}^{\alpha}=\Gamma_{\mu \nu, \beta}^{\alpha}-\Gamma_{\mu \beta, v}^{\alpha}+\Gamma_{\mu \nu}^{\lambda} \Gamma_{\lambda \beta}^{\alpha}-\Gamma_{\mu \beta}^{\lambda} \Gamma_{\lambda \nu}^{\alpha} .
\end{aligned}
$$

We use the signature $(+,-,-,-)$ for the metric tensor. The $\Gamma_{\mu \nu}^{\lambda}$ are the Christoffel symbols of the second kind formed from the metric $g_{\mu v}$. The symbol ( ), $\alpha$ denotes the ordinary derivative and ( ); the covariant derivative: $\square$ is the d'Alembertian operator acting on a scalar function.

Contracting the field equations (2), one finds

$$
\begin{equation*}
(3 a+2 b) \square R-R=\kappa T, \tag{4}
\end{equation*}
$$

where $T$ is the trace of the energy-momentum tensor $T_{\mu \nu}$.
The geometrical tensor $G_{\mu \nu}$ satisfies the conservation identities

$$
\begin{equation*}
G^{\mu}{ }_{v, \mu}=0 \tag{5}
\end{equation*}
$$

so that $T_{\mu \nu}$ satisfies the conservation law $T^{\mu}{ }_{v, \mu}=0$ when the field equations are verified.

In our approach, we suppose that the space-time is a
differentiable manifold $V_{4}$ of class $C^{4}$ and piecewise of class $C^{6}$. Moreover, the metric components $g_{\mu \nu}$ are assumed to be of class $C^{3}$ and piecewise continuous of class $C^{5}$. Our aim is to study the Cauchy initial value problem in an empty spacetime. Then, the field equations are

$$
\begin{equation*}
G_{\mu \nu}=0 . \tag{6}
\end{equation*}
$$

Let $\boldsymbol{\Sigma}$ be a hypersurface oriented everywhere in space and described, at least locally, by $x^{0}=0$. The Cauchy data consist of the values on $\Sigma$ of the metric components $g_{\mu \nu}$ and of their partial derivatives $g_{\mu v, 0}, g_{\mu \nu, 00}$, and $g_{\mu \nu, 000}$. The spacelike orientation of $\Sigma$ is equivalent to the condition $g^{00}>0$ on $\Sigma$. The index of any partial derivative of a potential $g_{\mu \nu}$ is defined as the number of times this potential is differentiated with respect to $x^{0}$. The Cauchy data of index $n \leqslant 3$ are assumed to be of class $C^{5-n}$.

The fourth-order derivatives of the potentials of index $\leqslant 3$ can be directly calculated on $\Sigma$ from the Cauchy data by differentiation. They are continuous. In order to examine the behavior of the derivatives of index 4 , let us write the field equations (6) so that these derivatives appear explicitly. If we define $\stackrel{*}{\dot{g}^{i j}}$ and $A$ by

$$
\begin{align*}
& \stackrel{*}{g^{i j}}=g^{i j}-g^{0 i} g^{0 j} / g^{00} \quad(i, j,=1,2,3)  \tag{7}\\
& A=\stackrel{g}{g}^{i j} g_{i j, 0000} \tag{8}
\end{align*}
$$

we get
$G_{i j} \equiv-\frac{1}{2}\left(g^{00}\right)^{2}\left[b g_{i j, 0000}+(2 a+b) A g_{i j}\right]+F_{i j}($ d.C. $)=0$,
$G_{00}=1 g^{00}\left[b g^{0 j} g_{i j, 0000}-(2 a+b) A g^{00} g_{i 0}\right]+F_{N 0}($ d.C. $)=0$,

$$
\begin{align*}
G_{00} \equiv & -\frac{1 g^{00}}{}\left\{b g^{i j} g_{i j, 0000}+\left[(2 a+b) g_{00} g^{00}-2(a+b)\right] A\right\}  \tag{10}\\
& +F_{00}(\text { d.C. })=0, \tag{11}
\end{align*}
$$

where $F_{\mu \nu}$ (d.C.) denote quantities which can be determined on $\Sigma$ from the Cauchy data by algebraic calculations and by differentiations.

There is no derivative $g_{\mu 0,0000}$ in the above equations.
This fact is not surprising, since there exist coordinate transformations of class $C^{4}$ and piecewise continuous of class $C^{6}$ which alter neither the Cauchy data nor the derivatives $g_{i, 0000}$, but reduce the $g_{\mu 0,0000}$ to any specified values (see Appendix A). This implies in particular that the discontinuities in the derivatives $g_{\mu 0,0000}$ have no physical meaning and do not play an essential role in the problem.

Given the quantities $G_{i j}$ and $G_{0 \alpha}$, it is possible to determine the $G_{\alpha}^{0}$. Conversely, if $g^{00} \neq 0$, one can derive the quantities $G_{0 \alpha}$ from $G_{i j}$ and $G_{\alpha}^{0}$ by using the relations

$$
\begin{aligned}
& g^{00} G_{i 0}=G_{i}^{0}-g^{0 j} G_{i j} \\
& \left(g^{00}\right)^{2} G_{00}=g^{00} G_{0}^{0}-g^{0 i} G_{i}^{0}+g^{0 i} g^{0 j} G_{i j}
\end{aligned}
$$

It follows from these relations that if $g^{00} \neq 0$, the system of Eqs. (9) and (10)-(11) is equivalent to the system formed by Eqs. (9) and by the four equations

$$
\begin{equation*}
G_{\alpha}^{0}=0 . \tag{12}
\end{equation*}
$$

Let us suppose Eqs. (9) to be satisfied. We can prove as follows that Eqs. (12) remain valid in a neighborhood of $\Sigma$ once they are satisfied on $\Sigma$.

Identities (5) may be written as

$$
\begin{align*}
G_{\alpha, 0}^{0} & +\Gamma_{0 \lambda}^{\lambda} G_{\alpha}^{0}-\Gamma_{0 \alpha}^{\lambda} G_{\lambda}^{0}+G_{\alpha, i}^{i} \\
& +\Gamma_{i \lambda}^{\lambda} G_{\alpha}^{i}-\Gamma_{i \alpha}^{\lambda} G_{\lambda}^{i}=0 \tag{13}
\end{align*}
$$

When Eqs. (9) are satisfied, the quantities $G_{i}^{i}$ are connected with the $G_{\alpha}^{0}$ by the relations

$$
\begin{align*}
& g^{00} G_{j}^{i}=g^{i 0} G_{j}^{0} \\
& g^{00} G_{0}^{i}=g^{i 0} G_{0}^{0}+g^{i k} G_{k}^{0} . \tag{14}
\end{align*}
$$

Since we have assumed $g^{00}$ continuous in a neighborhood of $\Sigma$ and $>0$ on $\Sigma$, we have $g^{00}>0$ in a neighborhood of $\Sigma$. Hence relations (14) determine $G_{j}^{i}$ and $G_{0}^{i}$ from $G_{\alpha}^{0}$. Then identities (13) become four linear and homogeneous partial differential equations of first order in $G_{\alpha}^{0}$ :

$$
\begin{equation*}
G_{\alpha, 0}^{0}=A_{\alpha}^{i \lambda} G_{\lambda, i}^{0}+B_{\alpha}^{\lambda} G_{\lambda}^{0}, \tag{15}
\end{equation*}
$$

where the coefficients $A^{i \lambda}{ }_{\alpha}$ and $B_{\alpha}^{\lambda}$ are continuous. For the initial conditions $G_{\alpha \mid \Sigma}^{0}=0$, the only solution of Eqs. (15) is $G_{\alpha}^{0}=0$. Thus it is proved that the field equations (6) are in involution in the sense of Cartan.

A straightforward calculation shows that the quantities $G_{\alpha}^{0}$ contain no derivative of index 4 . The conditions

$$
\begin{equation*}
G_{\alpha \mid \Sigma}^{0}=0 \tag{16}
\end{equation*}
$$

must be therefore imposed to the Cauchy data: They constitute a set of four initial constraint equations.

Hence the initial exterior Cauchy problem is split into two distinct parts:
(1) the problem of finding Cauchy data which satisfy the constraint equations (16) on $\Sigma$;
(2) the problem of integrating the dynamical equations (9) for these Cauchy data.

Let us now assume the constraint equations (16) to be fulfilled by the Cauchy data (problem 1) and let us try to solve problem 2. Using the relations

$$
\begin{equation*}
\stackrel{*}{g^{k l}} g_{k m}=\delta_{m}^{l} \tag{17}
\end{equation*}
$$

and contracting Eqs. (9) by $g^{* i j}$, we get

$$
\begin{equation*}
\stackrel{*}{g^{i j}} G_{i j} \equiv-(3 a+2 b)\left(g^{00}\right)^{2} A+\stackrel{*}{g^{i j}} F_{i j}(\text { d.C. })=0 \tag{18}
\end{equation*}
$$

## A. Case $3 a+2 b \neq 0$

If $3 a+2 b \neq 0$, Eq. (18) determines $A$ on $\Sigma$ from the Cauchy data. Inserting the expression obtained for $A$ in Eqs. (9), we can determine the fourth-order derivatives $g_{i j, 0000}$ on $\Sigma$ from the Cauchy data, since we assume $b \neq 0$ and $g^{00}{ }_{\mid \Sigma}>0$. Thus it is proved that the $g_{i j, 0000}$ are continuous across $\Sigma$.

If we restrict the solution to the class of analytic functions, the Cauchy-Kowaleska theorem shows that the second problem admits a real analytic solution which is unique to within a transformation of coordinates leaving unaltered the coordinates of any point on $\Sigma$ and the Cauchy data on $\Sigma$. It should be noted that the $g_{\mu \nu}$ can be analytic in empty
regions of the space-time free from gravitational shock waves, but that discontinuities would appear in the fourthorder derivatives of the $g_{\mu \nu}$ across hypersurfaces separating the matter from the vacuum. However, more work is needed on this question, and we shall not go far away in this direction.

## B. Case $3 a+2 b=0$

If $3 a+2 b=0, A$ is not determined by (18) since this equation is reduced to

$$
\begin{equation*}
\stackrel{*}{g^{i j} G_{i j}}=\stackrel{*}{g^{i j}} F_{i j}(\mathrm{~d} . \mathrm{C} .)=0 \tag{19}
\end{equation*}
$$

This relation constitutes a new constraint on the Cauchy data, which is different from the four constraints (16). This fact is easy to understand. If $3 a+2 b=0$, the trace equation (4) implies in the vacuum

$$
\begin{equation*}
R=0 \tag{20}
\end{equation*}
$$

Hence, the values of $R$ on $\Sigma$ being completely determined by the Cauchy data, we must impose the additional constraint

$$
\begin{equation*}
R_{\mid \Sigma}=0 \tag{21}
\end{equation*}
$$

But in the case of $3 a+2 b=0$, (21) is equivalent to (19) provided that Eqs. (16) are satisfied. Indeed, the following identity is valid for any symmetric tensor $G_{\mu v}$,

$$
\begin{equation*}
\stackrel{*}{g^{i j}} G_{i j}=G-g^{0 \alpha} G_{\alpha}^{0} / g^{00}, \quad G=g^{\alpha \beta} G_{\alpha \beta} \tag{22}
\end{equation*}
$$

and $G=-R$ for the tensor (3) when $3 a+2 b=0$.
Moreover, (20) implies $R_{, 0}=0$ and $R_{, 0}$ is determined by the Cauchy data on $\boldsymbol{\Sigma}$. Hence the Cauchy data must also satisfy the supplementary constraint

$$
\begin{equation*}
R_{, 0 \mid \Sigma}=0 \tag{23}
\end{equation*}
$$

We demonstrate in Appendix B that the exterior Cauchy problem can be split into the following parts:

1. The problem of finding Cauchy data which satisfy the constraint equations (16), (21), and (23) on $\Sigma$.
2. The problem of integrating the dynamical equations

$$
\begin{equation*}
\widetilde{G}_{i j}=0, \tag{24}
\end{equation*}
$$

where

$$
\begin{align*}
\widetilde{G}_{i j} & \equiv G_{i j}+\frac{1}{3}\left(g^{0 \alpha} G_{\alpha}^{0} / g^{00}\right) g_{i j}+\frac{1}{6} b \square R g_{i j} \\
& \equiv-\frac{1}{2} b\left(g^{00}\right)^{2} g_{i j, 0000}+\widetilde{F}_{i j}(\text { d.C. }), \tag{25}
\end{align*}
$$

the $\widetilde{F}_{i j}$ (d.C.) being quantities which can be calculated on $\Sigma$ from the Cauchy data.

Since we assume $b\left(g^{00}\right)^{2} \neq 0$ on $\Sigma$, Eqs. (24) yield the $g_{i j, 0000}$ on $\Sigma$ from the Cauchy data. As in the case of $3 a+2 b \neq 0$, these derivatives are continuous across $\Sigma$.

This study shows that there is no possibility of determining the $g_{i j, 0000}$ if $g^{00}{ }_{\mid \Sigma}=0 ; \Sigma$ is then a characteristic hypersurface. Thus we see that any characteristic hypersurface in the vacuum is described by a local equation of the form

$$
f\left(x^{\alpha}\right)=0
$$

where $f$ is a solution of the equation

$$
g^{\alpha \beta} f_{, \alpha} f_{, \beta}=0
$$

Therefore, the characteristic hypersurfaces are null hypersurfaces, exactly as in general relativity.

## III. FIELD EQUATIONS WHEN $b=0$

When $b=0$, the Cauchy problem cannot be solved if one formulates it as in Sec . II since the $g_{i j, 0000}$ are not present in the field equations (9). However, we shall demonstrate in this section that the fourth-order theory may be replaced by an equivalent second-order scalar-tensor theory. In this new version, the Cauchy problem is formulated differently and can be solved properly.

In the case where $b=0$, the field equations (2) are
$G_{\mu \nu} \equiv(1+a R) S_{\mu \nu}+\frac{1}{4} a R^{2} g_{\mu \nu}+a g_{\mu \nu} \square R-a R_{; \mu ; \nu}=\kappa T_{\mu \nu}$,
where $S_{\mu \nu}=R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}$.
Now let us consider the set $(g, Q)$ constituted by a metric tensor $g$ and a scalar field $Q$. We associate to $(g, Q)$ the scalar field $K$ and the symmetric tensor $L_{\mu \nu}$ defined by

$$
\begin{gather*}
K=a \square Q-\frac{1}{3} Q  \tag{27}\\
L_{\mu v}=(1+a Q) S_{\mu v}+\left({ }_{3}^{1} Q+\frac{1}{4} a Q^{2}\right) g_{\mu v}-a Q_{\mu, v}+K g_{\mu v} . \tag{28}
\end{gather*}
$$

The tensor $L_{\mu v}$ and the scalar $K$ verify the identities

$$
\begin{align*}
& L-3 K=(1+a Q)(Q-R), \quad L=g^{\alpha \beta} L_{\alpha \beta}  \tag{29}\\
& L_{\gamma ; \mu}^{\mu}=\frac{1}{2} a(Q-R) Q_{; v}
\end{align*}
$$

It is easy to show that if we except a very particular case, the fourth-order equations (26) can be replaced by the following set of second-order equations relating $g$ and $Q$ to the source of the gravitational field,

$$
\begin{align*}
& L_{\mu v}=\kappa T_{\mu v}  \tag{31}\\
& K=\frac{1}{3} \kappa T \tag{32}
\end{align*}
$$

Let us suppose that a metric $g$ satisfies the field equations (26). Then, we can associate to it a set $(g, Q)$ solution of Eqs. (31)-(32), where $Q$ is given by

$$
\begin{equation*}
Q=R \tag{33}
\end{equation*}
$$

If (33) holds, we have indeed

$$
L_{\mu \nu}=G_{\mu \nu}
$$

and Eq. (32) becomes the equation obtained by contracting (26).

Conversely, let ( $g, Q$ ) be a solution of Eqs. (31)-(32). In order to demonstrate that $g$ is a solution of (26), it is sufficient to show that (33) is valid.

Taking into account identity (29), Eqs. (31)-(32) imply that at any point of $V_{4}$

$$
\begin{equation*}
(1+a Q)(Q-R)=0 \tag{34}
\end{equation*}
$$

Differentiating this equation we get

$$
\begin{equation*}
(1+a Q)(Q-R)_{; \mu}+a(Q-R) Q_{; \mu}=0 \tag{35}
\end{equation*}
$$

Let us suppose now that there exists a point $p \in V_{4}$ such that $Q \neq R$. Then it follows from (34) and (35) that at this point

$$
\begin{equation*}
1+a Q=0, \quad Q_{; \mu}=0 \tag{36}
\end{equation*}
$$

Differentiating (35) and taking (36) into account, we get at $p$

$$
Q_{; \mu ; v}=0
$$

Therefore, at the point $p, \square Q=0$, and Eqs. (31)-(32) are reduced to

$$
\begin{equation*}
(1 / 4 a) g_{\mu \nu}=\kappa T_{\mu \nu}, \quad 1 / a=\kappa T . \tag{37}
\end{equation*}
$$

Since the cosmological constant is taken here to be zero, such an expression of $T_{\mu \nu}$ is excluded in a vacuum ( $T_{\mu \nu}=0$ ) or in a pure electromagnetic field ( $T=0$ ). The same conclusion is true for a matter fluid described by

$$
T_{\mu v}=(\rho+p) \mu_{\mu} \mu_{v}-p g_{\mu v}+\tau_{\mu v}
$$

with the usual condition $\tau_{\mu \nu} \mu^{\mu}=0, \mu^{\mu}$ being the unit 4 -velocity of the fluid and $\rho$ the matter-energy rest density. Multiplying $T_{\mu \nu}$ by $\mu^{\mu} \mu^{\nu}$ and comparing with (37), we find

$$
\begin{equation*}
\kappa \rho=1 / 4 a . \tag{38}
\end{equation*}
$$

But it results from (27) and (32) that $a$ must be assumed $<0$ in order to avoid a tachyonic propagation for the scalar field $Q$. On the other hand, the coupling constant $\kappa$ must be $>0$ in order to ensure an attractive predominant force of gravity. Hence (38) contradicts the natural condition $\rho>0$, which proves that (37) is not possible for a realistic fluid when there is no tachyonic field.

Finally, we can conclude that if the no-tachyon condition $a<0$ is realized, then Eq. (33) is valid everywhere for any usual energy-momentum tensor, and particularly for $T_{\mu \nu}$ $=0$. The same conclusion could be drawn with a cosmological constant $\Lambda \neq(4 a)^{-1}$.

It should be noted that if Eqs. (31)-(32) are satisfied, the energy-momentum tensor $T_{\mu \nu}$ is divergence-free. Taking into account identity (30) and Eq. (35), the field equations (31) imply

$$
\begin{aligned}
\kappa T^{\mu}{ }_{v ; \mu} & =\frac{1}{2} a(Q-R) Q_{; v} \\
& =-\frac{1}{2}(1+a Q)(Q-R)_{; v} .
\end{aligned}
$$

Now applying (34) we get immediately $T^{\mu}{ }_{v ; \mu}=0$.

## IV. THE EXTERIOR CAUCHY PROBLEM FOR $b=0$

We turn now to study the exterior Cauchy problem for the system of second-order equations (31)-(32). Given a spacelike hypersurface $\Sigma\left(x^{0}=0\right)$, the Cauchy data consist of the values on $\Sigma$ of $g_{\mu \nu}, g_{\mu v, 0}, Q$, and $Q_{, 0}$. The differential properties of the space-time and of the metric $g$ are supposed to be the same as in Sec. II.

We assume $g^{00}$ continuous and $g^{00}{ }_{\mid \Sigma}>0$. Hence $g^{00}$ is $>0$ in a neighborhood of $\Sigma$. By a method similar to that which has been already employed in Sec. II, one can easily see that in this neighborhood of $\Sigma$, Eqs. (31)-(32) are equivalent to the set of equations
$L_{i j} \equiv-\frac{1}{2} g^{00}(1+a Q)\left(g_{i j, 00}-B g_{i j}\right)+K g_{i j}+H_{i j}($ d.C. $)=0$,
$L_{\alpha}^{0} \equiv H_{\alpha}^{0}($ d.C. $)=0$,
$K \equiv a g^{00} Q_{, 00}+E($ d.C. $)=0$,
where

$$
\begin{equation*}
B=g^{* k} g_{k l, 00} \tag{42}
\end{equation*}
$$

and $H_{i j}$ (d.C.), $H_{\alpha}^{0}$ (d.C.), and $E$ (d.C.) denote quantities which can be computed on $\Sigma$ from the Cauchy data.

There are no derivatives $g_{\mu 0,00}$ in the above equations. As in general relativity, these derivatives do not play an essential role in the problem since they can be reduced to any
specified values on $\Sigma$ (provided that they are continuous across $\Sigma$ ) by an admissible local coordinate transformation of the form

$$
x^{\lambda}=x^{\lambda}+\frac{1}{6}\left(x^{0}\right)^{3} \varphi^{(\lambda)}\left(x^{i}\right),
$$

where $\varphi^{(x)}\left(x^{i}\right)$ are functions of class $C^{4}$ and piecewise continuous of class $C^{6}$. (It is easy to verify that neither the Cauchy data nor the derivatives $g_{i j, 00}$ are modified by such a coordinate transformation.) The indetermination of the $g_{\mu 0,00}$ can be supplied by imposing four coordinate conditions consistent with the Cauchy data.

The quantities $L_{\alpha}^{0}$ contain no derivatives of index 2 . Therefore, the initial conditions

$$
\begin{equation*}
L_{\alpha \mid \Sigma}^{0}=0 \tag{43}
\end{equation*}
$$

constitute a set of four constraint equations which the Cauchy data have to verify.

Let us prove now that Eqs. (39)-(41) are sufficient to maintain the validity of Eqs. (40) in the neighborhood of $\Sigma$, once the constraint equations (43) are satisfied. First, the quantities $L_{\lambda}^{i}$ are connected with the $L_{\alpha}^{0}$ by relations similar to (14), where the $G_{\beta}^{\alpha}$ have to be replaced by $L_{\beta}^{\alpha}$. As a consequence, identities (30) yield the equations

$$
\begin{equation*}
L_{\alpha, 0}^{0}=C_{\alpha}^{i \lambda} L_{\alpha, i}^{0}+D_{\alpha}^{\lambda} L_{\lambda}^{0}+\frac{1}{2} a U Q_{, \alpha}, \tag{44}
\end{equation*}
$$

where $U$ is defined by

$$
U=Q-R
$$

and $C^{i \lambda}{ }_{\alpha}$ and $D_{\alpha}^{\lambda}$ denote continuous quantities built from $g_{\alpha \beta}$ and $g_{\alpha \beta, \gamma}$. Secondly, differentiating identity (29) with respect to $x^{0}$ we get

$$
\begin{equation*}
L_{, 0}=(1+a Q) U_{, 0}+a U Q_{, 0} \tag{45}
\end{equation*}
$$

But Eqs. (39) imply

$$
L=g^{0 \alpha} L_{\alpha}^{0} / g^{00}
$$

Thus, Eq. (45) may be written as
$(1+a Q) U_{, 0}+a U Q_{, 0}=\left(g^{0 \alpha} / g^{00}\right) L_{\alpha, 0}^{0}+\left(g^{0 \alpha} / g^{00}\right)_{, 0} L_{\alpha}^{0}$.
At this stage, let us assume that $1+a Q$ is continuous and

$$
\begin{equation*}
1+a Q_{\mid \Sigma} \neq 0 \tag{47}
\end{equation*}
$$

Consequently, $1+a Q \neq 0$ in a neighborhood of $\Sigma$. Hence $L_{\alpha}^{0}$ and $U$ satisfy five linear and homogeneous partial differential equations of first order, namely Eqs. (44)-(46), which are resoluble in $L_{\alpha, 0}^{0}$ and $U_{, 0}$. For the initial conditions $L_{\alpha \mid \Sigma}^{0}$ $=0$ and $U_{1 \Sigma}=0$ [this last condition being a direct consequence of identity (29) and of the field equations on $\Sigma$ ], the only solution of Eqs. (44)-(46) is

$$
L_{\alpha}^{o}=0, \quad U=0
$$

Therefore, Eqs. (40) are maintained once they are satisfied on $\Sigma$, provided that (47) is realized. Moreover, we recover $Q=R$ in the particular case of a vacuum.

The assumption (47) is essential. Indeed, if we suppose $1+a Q=0$ at a point of $\Sigma$, the coefficient of the $g_{i j, 00}$ vanishes in Eqs. (39): In this case, the evolution of the metric is not determined by the initial conditions.

We conclude from these results that the initial exterior Cauchy problem must be split into the following parts:

1. The problem of finding Cauchy data on $\Sigma$ which satisfy the constraint equations (43) and the condition (47).
2. The problem of integrating the dynamical equations (39)-(41).

If the problem 1 is solved, Eq. (41) enables us to calculate $Q_{, \infty}$ on $\Sigma$ from the Cauchy data, since $g^{00}{ }_{i \Sigma}$ is assumed $\neq 0$. Then inserting the value of $Q_{, 00}$ in Eqs. (39) and contracting by $g^{* i j}$, we get

$$
\stackrel{*}{g^{i j}} L_{i j} \equiv g^{00}(1+a Q) B+\stackrel{*}{g^{i j}} H_{i j}(\mathrm{~d} . \mathrm{C} .)=0
$$

This equation determines $B$ on $\Sigma$ from the Cauchy data. Hence the derivatives $g_{i j, 00}$ can be determined on $\Sigma$.

When $g^{00}{ }_{\mid \Sigma}=0$, it is impossible to determine the $g_{i j, 00}$. Consequently, the characteristic hypersurfaces coincide with the null hypersurfaces, as in general relativity.

## V. THE SCALAR-TENSOR VERSION OF THE THEORY WHEN $b=0$

In order to solve the Cauchy problem when $b=0$, we have been led to replace the primitive fourth-order theory by a second-order scalar-tensor theory. This equivalent version can be deduced from a variational principle. In fact, the Lagrangian density

$$
\begin{equation*}
\mathscr{L}=\sqrt{-g}\left[(1+a Q) R-\frac{1}{2} a Q^{2}\right]-\kappa \mathscr{L}_{m} \tag{48}
\end{equation*}
$$

yields the field equations

$$
\begin{equation*}
(1+a Q) S_{\mu \nu}+\frac{1}{4} a Q^{2} g_{\mu v}+a g_{\mu \nu} \square Q-a Q_{; \mu ; v}=\kappa T_{\mu \nu} \tag{49}
\end{equation*}
$$

$$
\begin{equation*}
Q=R \tag{50}
\end{equation*}
$$

which are strictly equivalent to the starting equations (26).
The Lagrangian density (48) belongs to the class of Lagrangian densities proposed by $\mathrm{O}^{\prime} \mathrm{Hanlon}^{7}$ in order to present a covariant model of the massive dilaton theory suggested by Fujii. ${ }^{8}$ Starting from densities of the kind ${ }^{9}$

$$
\begin{equation*}
\mathscr{L}=\sqrt{-g}\left[\varphi R+m^{2} f(\varphi)\right]-8 \pi \mathscr{L}_{m} \tag{51}
\end{equation*}
$$

where $\varphi$ is a scalar field, O'Hanlon takes for the potential $f(\varphi)$ :

$$
\begin{equation*}
f(\varphi)=3\left(2 \varphi_{0}\right)^{-1}\left(\varphi-\varphi_{0}\right)^{2} \tag{52}
\end{equation*}
$$

With this potential, the Lagrangian density (51) is equivalent to (48). It is easily verified by defining

$$
\begin{aligned}
& \varphi=8 \pi \kappa^{-1}(1+a Q) \\
& \varphi_{0}=8 \pi \kappa^{-1}, \quad m^{2}=-1 / 3 a
\end{aligned}
$$

Such an equivalence shows the purely geometrical nature of the theory corresponding to (52). This result is the more interesting as it is not isolated. Indeed, we will now demonstrate that the class of the scalar-tensor theories derived from (51) coincide with the class of the fourth-order theories yielded by the Lagrangian densities

$$
\begin{equation*}
\mathscr{L}=\sqrt{-g} F(R)-\kappa \mathscr{L}_{m} \tag{53}
\end{equation*}
$$

where $F$ is any real function of class $C^{3}$ different from the affine function.

Varying (53) with respect to $g^{\mu \nu}$, we get the field equations ${ }^{10}$

$$
\begin{align*}
F^{\prime} R_{\mu \nu} & -\frac{1}{2} F g_{\mu \nu}+F^{\prime \prime}\left(g_{\mu \nu} \square R-R_{; \mu ; \nu}\right) \\
& +F^{\prime \prime \prime}\left(g_{\mu \nu} R_{; \lambda} R^{; \lambda}-R_{; \mu} R_{; v}\right)=\kappa T_{\mu \nu} \tag{54}
\end{align*}
$$

where a prime denotes a derivation with respect to $R$. Using the identities

$$
\left[F^{\prime}(R)\right]_{; \mu ; \nu}=F^{\prime \prime}(R) R_{; \mu ; \nu}+F^{\prime \prime \prime}(R) R_{; \mu} R_{i v}
$$

Eqs. (54) become ${ }^{11}$

$$
\begin{equation*}
F^{\prime} R_{\mu \nu}-\frac{1}{2} F g_{\mu \nu}+g_{\mu \nu} \square F^{\prime}-F_{; \mu ; \nu}^{\prime}=\kappa T_{\mu \nu} \tag{55}
\end{equation*}
$$

Now the variational principle applied to (51) leads to the equations

$$
\begin{gather*}
\varphi R_{\mu \nu}-\frac{1}{2}\left[R \varphi+m^{2} f(\varphi)\right] g_{\mu \nu}+g_{\mu \nu} \square \varphi-\varphi_{; \mu ; \nu}=8 \pi T_{\mu \nu},  \tag{56}\\
\quad R=-m^{2} f^{\prime}(\varphi), \tag{57}
\end{gather*}
$$

where the prime denotes here a derivation with respect to $\varphi$. We may note that the propagation equation for the scalar $\varphi$ given by O'Hanlon is obtained by contracting Eqs. (56) and inserting the expression (57) of $R$ :

$$
\begin{equation*}
3 \square \varphi+m^{2}\left(\varphi f^{\prime}-2 f\right)=8 \pi T \tag{58}
\end{equation*}
$$

Equations (55) are changed into Eqs. (56) under the Legendre transformation $(R, F) \rightarrow(\varphi, f)$ defined by

$$
\begin{align*}
& \kappa \varphi=8 \pi F^{\prime}(R)  \tag{59a}\\
& -\kappa m^{2} f(\varphi)=8 \pi\left(R F^{\prime}-F\right) \tag{59b}
\end{align*}
$$

This transformation is formally regular if $F^{\prime \prime}(R)$ does not identically vanish. [Note that $F^{\prime \prime}(R)$ identically null corresponds to the Lagrangian function of general relativity.] Differentiating (59b) and taking into account (59a), we get

$$
-m^{2} d f=R d \varphi
$$

relation equivalent to Eq. (57).
Conversely, Eqs. (56) are changed into Eqs. (55) under the dual transformation of (59),

$$
\begin{aligned}
& R=-m^{2} f^{\prime}(\varphi) \\
& 8 \pi F(R)=-\kappa m^{2}\left(\varphi f^{\prime}-f\right)
\end{aligned}
$$

## VI. CONCLUSIONS

The solution of the Cauchy problem for the fourth-order theories derived from the family of Lagrangian densities (1) depends upon the values of the parameter $b$.
A. When $b \neq 0$, the Cauchy problem can be solved for Cauchy data consisting of the potentials $g_{\mu \nu}$ and of their derivatives $g_{\mu v, 0}, g_{\mu \nu, 00}, g_{\mu v, 000}$ on a spacelike hypersurface $\Sigma$ locally described by $x^{0}=0$. Two cases have to be carefully distinguished:

1. If $3 a+2 b \neq 0$, the Cauchy data must satisfy four initial constraint equations, exactly as in general relativity.
2. If $3 a+2 b=0$, two supplementary constraint equations, $R_{\mid \Sigma}=0$ and $R_{, 0 \mid \Sigma}=0$, are implied by the field equations. Moreover the six primitive dynamical equations must be written in a modified form consistent with these supplementary constraints.

In each case, the constraint equations are propagated by the dynamical equations once they are fulfilled on $\Sigma$.
B. When $b=0$, the Cauchy problem cannot be solved for the Cauchy data specified in the case where $b \neq 0$ since it
is impossible to determine the $g_{i, 0000}$ from the dynamical equations. As a matter of fact, the fourth-order theory obtained when $b=0$ is equivalent to a second-order scalartensor model of gravity. The unknown fields of this model are the ten potentials $g_{\mu v}$ and a scalar field $Q$ which happens to coincide with the scalar curvature $R$ as a consequence of the field equations. Hence the Cauchy data consist of the values of $g_{\mu \nu}, g_{\mu v, 0}, Q$, and $Q_{, 0}$ on the initial hypersurface $\Sigma$. These data must satisfy the condition $1+a Q_{\Sigma} \neq 0$ and four initial constraint equations. Once they are fulfilled on $\Sigma$, the constraint equations are propagated by the dynamical equations of the model, and consequently the equality $Q=R$ holds in a neighborhood of $\Sigma$. In that theory, the scalar curvature $R$ plays the role of a massive scalar field, and its values must be given on the initial hypersurface $\Sigma$ together with its normal derivative in order to ensure the determinism.

Moreover, we have shown that the scalar-tensor model which corresponds to $b=0$ can be identified with one of the theories of O'Hanlon. We have generalized this conclusion: The class of the scalar-tensor models of gravity proposed by O'Hanlon has been proved to be indistinguishable from the class of the fourth-order theories derived from the Lagrangian densities $\mathscr{L}=\sqrt{-g} F(R)-\kappa \mathscr{L}_{m}$, where $F(R)$ is any real function of $R$ such that $F^{\prime \prime}(R)$ does not identically vanish. This result should be very useful to treat the Cauchy problem related to this class of theories.

## APPENDIX A

We have to show that there exist some coordinate transformations of class $C^{4}$ and piecewise continuous of class $C^{6}$ which reduce the derivatives $g_{\mu 0,0000}$ to any specified values on $\Sigma$ but affect neither the Cauchy data nor the $g_{i j, 0000}$ on $\Sigma$.

Let $\Omega$ be an open subset of $V_{4}$ such that $\Omega \cap \Sigma \neq \varnothing$. We call $\Omega^{+}$(resp. $\Omega^{-}$) the part of the open $\Omega$ corresponding to $x^{0}>0$ (resp. $x^{0}<0$ ). For a function $f: \Omega \rightarrow \mathbb{R}$, which may be discontinuous across $\Sigma$, we use the classical notation

$$
f_{\Sigma}^{+}\left(x^{i}\right)=\lim _{x^{0} \rightarrow+0} f\left(x^{0}, x^{i}\right), \quad f_{\Sigma}^{-}\left(x^{i}\right)=\lim _{x^{0} \rightarrow-0} f\left(x^{0}, x^{i}\right)
$$

Let us now consider the coordinate transformation defined on $\Omega$ :

$$
\begin{array}{ll}
x^{\lambda^{\prime}}=x^{\lambda}+\left[\left(x^{0}\right)^{5} / 120\right] \varphi^{+(\lambda)}\left(x^{i}\right) & \text { on } \Omega^{+}, \\
x^{\lambda}=x^{\lambda} & \text { on } \Omega \cap \Sigma,  \tag{A1}\\
x^{\lambda \lambda}=x^{\lambda}+\left[\left(x^{0}\right)^{5} / 120\right] \varphi^{-(\lambda)}\left(x^{i}\right) & \\
\text { on } \Omega^{-},
\end{array}
$$

where the $\varphi^{+(\lambda)}\left(x^{i}\right)$ [resp. $\left.\varphi^{-(\lambda)}\left(x^{i}\right)\right]$ are functions of the $x^{i}$ of class $C^{4}$ and piecewise continuous of class $C^{6}$ on $\Omega^{+}$(resp. $\Omega^{-}$). This transformation does not change the coordinates of the points on $\Sigma$, since $\Sigma$ is described by $x^{0}=0$.

Clearly the coefficients of transformation associated with (A1),

$$
A_{\lambda}^{\alpha^{\prime}}=\frac{\partial x^{\alpha^{\prime}}}{\partial x^{i}}
$$

are of class $C^{3}$ and piecewise continuous of class $C^{5}$ on $\Omega$. On the hypersurface $\Sigma$, we have indeed

$$
\begin{equation*}
A_{\lambda \mid \Sigma}^{\alpha_{i}^{\prime}}=\left(A_{\lambda}^{\alpha^{\prime}}\right)_{\Sigma}^{+}=\left(A_{\lambda}^{\alpha^{\prime}}\right)_{\Sigma}^{-}=\delta_{\lambda}^{\alpha} \tag{A2}
\end{equation*}
$$

$A_{\lambda, \mu_{1} \cdots \mu_{n} \mid \Sigma}^{\alpha_{1}^{\prime}}=\left(A_{\lambda, \mu_{1} \cdots \mu_{n}}^{\alpha_{1}^{\prime}}\right)_{\Sigma}^{+}=\left(A_{\lambda, \mu_{1} \cdots \mu_{n}}^{\alpha_{n}^{\prime}}\right)_{\Sigma}^{-}=0 \quad$ for $n \leqslant 3$.
Consequently the coordinate transformation (A1) is of class $C^{4}$ and piecewise continuous of class $C^{6}$.

The metric components are transformed as

$$
\begin{equation*}
g_{\mu v}=A_{\mu}^{\alpha^{\prime}} A_{v}^{\beta^{\prime}} g_{\alpha^{\prime} \beta^{\prime}} \tag{A3}
\end{equation*}
$$

Differentiating (A3) with respect to $x^{0}$ an appropriate number of times, then substituting $\partial_{0}$ with $A_{0}^{\alpha^{\prime}} \partial_{\alpha^{\prime}}$, and using (A2), we find that the Cauchy data are not modified by the transformation (A1):

$$
g_{\mu v \mid \Sigma}=g_{\mu^{\prime} v^{\prime} \mid \Sigma}, \ldots, g_{\mu v, 000 \mid \Sigma}=g_{\mu^{\prime} v^{\prime}, 0^{\prime} o^{\prime} \mid \Sigma}
$$

Now, the derivatives of index 4 are transformed as

$$
\begin{aligned}
g_{\mu, 0,0 \times 00}= & A_{\mu}^{\alpha^{\prime}} A_{v}^{\beta^{\prime}} A_{0}^{\gamma^{\prime}} A_{0}^{\epsilon^{\prime}} A_{0}^{\gamma^{\prime}} A_{0}^{\lambda^{\prime}} g_{\alpha^{\prime} \beta^{\prime} \cdot \gamma^{\prime} \epsilon^{\prime} \eta^{\prime} \lambda^{\prime}} \\
& +\left(A_{\mu, 0000}^{\alpha^{\prime}} A_{v}^{\beta^{\prime}}+A_{\mu}^{\alpha^{\prime}} A_{v, 0000}^{\beta^{\prime}}\right) g_{\alpha^{\prime} \beta^{\prime}}+[\cdots],
\end{aligned}
$$

where the symbol $[\cdots]$ denotes quantities which vanish on $\Sigma$ according to (A2). Taking into account the following relations,

$$
\begin{aligned}
& A_{\lambda, \mu_{1} \mu_{2} \mu_{3} i \mid \Sigma}^{\alpha^{\prime}}=\left(A_{\left.\lambda, \mu_{1} \mu_{2} \mu_{3, i}\right)_{\Sigma}^{\prime}}^{\alpha_{\Sigma}^{\prime}}=\left(A_{\lambda, \mu_{1} \mu_{2} \mu_{i} i}^{\alpha_{\Sigma}^{\prime}}\right)_{\Sigma}^{-}=0,\right. \\
& A_{i, \mu_{1}, \mu_{2} \mu_{3} \lambda \mid \Sigma}^{\alpha^{\prime}}=\left(A_{i, \mu_{1} \mu_{2} \mu_{3} \lambda}^{\alpha^{\prime}}\right)_{\Sigma}^{+}=\left(A_{i, \mu_{1}, \mu_{2} \mu_{3}, \lambda}^{\alpha^{\prime}}\right)_{\Sigma}^{-}=0, \\
& \left(A_{0, \mu, \mu_{2} \mu_{3} 0}^{\alpha}\right)_{\Sigma}^{+}=\delta_{\mu_{1} 0} \delta_{\mu_{2} 0} \delta_{\mu_{1}, 0} \varphi^{+|\alpha|}, \\
& \left(A_{0, \mu_{1} \mu_{2} \mu_{3} 0}^{\alpha_{2}^{\prime}}\right)_{\Sigma}^{-}=\delta_{\mu_{1} 0} \delta_{\mu_{2} 0} \delta_{\mu_{3} 0} \varphi^{-|\alpha|},
\end{aligned}
$$

we get
$g_{i j, 0000 \mid \Sigma}=g_{i^{\prime \prime}, 0^{\prime} 0^{\prime} 0^{\prime} \sigma^{\prime} \mid \Sigma}$,
$\left(g_{\mu 0,0000}\right)_{\Sigma}^{+}=\left(g_{\mu^{\prime} 0^{\prime} 0^{\prime} 0^{\prime} \sigma^{\prime}}\right)_{\Sigma}^{+}+\delta_{\mu 0} \varphi^{+(\alpha)} g_{\alpha 0}+\varphi^{+(\beta)} g_{\mu \beta}$,
$\left(g_{\mu 0,0000}\right)_{\Sigma}^{-}=\left(g_{\mu^{\prime} 0^{\prime} 0^{\prime} 0^{\prime} \sigma^{\prime}}\right)_{\Sigma}^{-}+\delta_{\mu 0} \varphi^{-(\alpha)} g_{\alpha 0}+\varphi^{-(\beta)} g_{\mu \beta}$.
Therefore, the derivatives $g_{\mu 0,0000}$ can be reduced to specified values on each side of the hypersurface $\Sigma$ by an appropriate transformation (A1), while the derivatives $g_{i j, 0000}$ remain unchanged. In particular, the functions $\varphi^{+(\alpha)}$ and $\varphi^{-(\alpha)}$ can always be chosen so that the $g_{\mu 0,0000}$ are continuous across $\Sigma$.

## APPENDIX B

In the case of $3 a+2 b=0$, let us suppose solved the problem of finding Cauchy data which satisfy the constraint equations (16), (21), and (23) on $\Sigma$. Our purpose is to prove that the field equations (24) are equivalent to Eqs. (9) when $a=-\frac{2}{3} b$.

1. Let us assume that Eqs. (9) are satisfied by the metric. Since the constraint equations (16) are supposed to be satisfied on $\Sigma$, Eqs. (12) hold in the neighborhood of $\Sigma$. (The analysis of Sec. II is valid even in the case where $3 a+2 b=0$.) Hence $R=0$ in the neighborhood of $\Sigma$. Consequently, it follows from the definition (25) that

$$
\widetilde{G}_{i j}=G_{i j}=0 .
$$

Therefore, Eqs. (24) are satisfied by the metric.
2. Conversely, let us admit that Eqs. (24) are verified by the metric. Then the identity

$$
\dot{g}^{i j} \widetilde{G}_{i j} \equiv-R+\frac{1}{2} b \square R
$$

yields the equation

$$
-R+\frac{1}{2} b \square R=0
$$

The unique solution of this equation satisfying the initial conditions (21) and (23) is

$$
R=0,
$$

which implies that $\square R=0$. So Eqs. (24) are reduced to

$$
\begin{equation*}
G_{i j}=-\frac{1}{3}\left(g^{0 \alpha} G_{\alpha}^{0} / g^{00}\right) g_{i j} . \tag{B1}
\end{equation*}
$$

It results from (B1) that the $G_{\lambda}^{i}$ are related to the $G_{\alpha}^{0}$ by the relations

$$
\begin{align*}
& g^{00} G_{j}^{i}=g^{0 i} G_{j}^{0}-\frac{1}{3} g^{0 \alpha} G_{\alpha}^{0} \delta_{j}^{i}, \\
& g^{00} G_{0}^{i}=\frac{4}{3} g^{0 i} G_{0}^{0}+\left(g^{i j}-\frac{2}{3} g^{0 i} g^{0 j} / g^{00}\right) G_{j}^{0} \tag{B2}
\end{align*}
$$

Because of these relations, the conservation identities (13) give four equations similar to Eqs. (15):

$$
\begin{equation*}
G_{\alpha, 0}^{0}=A_{\alpha}^{\prime i \lambda} G_{\lambda, i}^{0}+B_{\alpha}^{\prime \lambda} G_{\lambda}^{0}, \tag{B3}
\end{equation*}
$$

where the coefficients $A^{\prime i}{ }_{\alpha}$ and $B_{\alpha}^{\prime \lambda}$ are continuous quantities built from the $g_{\alpha \beta}$ and their first derivatives. [As in the discussion of Eqs. (15), we suppose $g^{00}>0$.] For the initial conditions (16), the only solution of (B3) is

$$
G_{\alpha}^{0}=0
$$

Hence Eqs. (B1) are reduced to Eqs. (9) in the case where $3 a+2 b=0$, and Eqs. (12) are satisfied. Q.E.D.
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A probabilistic rejection test for multivariable sensitivity analysis is presented. The test is applied by randomly changing all the assumed unimportant (those having low sensitivity values) input parameters simultaneously and calculating the appropriate response. It is shown that by repeating this procedure $N$ times, where $N$ is much smaller than the number of input parameters, it is possible to assign a probability limit to the assumption that a high sensitivity parameter exists. The application of the test is demonstrated in a nuclear waste disposal problem.
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## 1. INTRODUCTION

The development of large computer codes is enabling us to model in great detail many physical systems. Such codes provide solutions while taking into account large numbers of physical effects. However, due to the fact that there are many input parameters involved and the cost of running the computer is high, there are difficulties in performing survey studies. These difficulties are reflected in sensitivity questions which arise in all design and safety analyses. In such analyses, the effect of changes in the input parameters on the calculated results is important, namely, sensitivity analysis.

There are three approaches to sensitivity analysis. The first one is based on the use of adjoint functions. ${ }^{1}$ Although this approach was successfully applied to many engineering and physics problems, it has the drawbacks that it is necessary to solve an additional set of equations for each response studied. For large and complicated codes which consist of many equations, an additional set of equations requires a considerable amount of effort. The second approach is one of the forms of the response surface method. ${ }^{2}$ A variety of experimental design theories ${ }^{3-5}$ are used in order to change the input parameters. These altered data sets are used for calculating the changes in the response of interest. These calculated results are then used to construct the response surface, which is fitted with a simple functional from the sensitivities' derivations. The advantage of this approach is that the original computer code is used for calculating the sensitivities. The main limitation is the number of computer runs needed, which in practice limits the number of input parameters that can be considered. The third approach is the "brute force" one. By this approach, each of the input parameters is changed slightly and the change in the response is calculated and so is the sensitivity component. The advantage of this approach is the straightforward usage of the code. The limitations are the number of runs which is dependent on the number of input parameters, and it is limited to small variations of the input parameters.

In many practical situations, we have systems with hundreds or thousands of input parameters. Treating such cases with the current response surface or "brute force" method is impractical, without screening of the important input parameters.

In most of the physical systems, the number of important parameters is small. By important parameters we mean
those parameters with high sensitivity values. Physical systems with many important input parameters tend to be unstable.

In many cases, intuition or previous knowledge enable us to know in advance which of the input parameters is important. So instead of dealing with many input parameters, we can consider only the few important ones, by using the response surface or the "brute force" methods. However, intuition might fail and previous knowledge might be incomplete. However, we are assuming that the probability that there are no important parameters after screening is not vanishingly small. As a result, one can rely on such screening only if we have a test to validate our choice of important input parameters. Such a test was suggested, ${ }^{6}$ however, without mathematical rigorousness.

This test was inspired by the "statistical screening" procedure suggested by Durston and Krieger ${ }^{7}$ and later by Krieger. ${ }^{8,9}$ Although the procedures of the "statistical screening" procedure and the suggested rejection test are the same, the fundamental bases of the two procedures are different.

The purpose of this paper is to present such a rejection test with all the mathematical rigorousness. The application of the test is demonstrated by an example from nuclear waste disposal analysis.

## 2. THE REJECTION TEST

Given the problem of estimating the relative sensitivity of a model response $R$ to many modeling parameters $\alpha_{i}$, the following methodology can be developed. Assume first

$$
\begin{equation*}
\delta R \simeq \sum_{i=1}^{M} \frac{\partial R}{\partial \alpha_{i}} \delta \alpha_{i} \tag{1}
\end{equation*}
$$

where $\delta R=R-R_{0}, R$ is the perturbed response value, and $R_{0}$ is the base case response value; $\delta \alpha_{i}=\alpha_{i}-\alpha_{0 i}$, and $\alpha_{i}$ is the perturbed parameter value and $\alpha_{0 i}$ is its base case value; and the number of the input parameters is $M$.

Equation (1) can be rewritten in relative terms as

$$
\begin{equation*}
\frac{\delta R}{R_{0}} \simeq \sum_{i=1}^{M} \frac{\partial R / R_{0}}{\partial \alpha_{i} / \alpha_{0 i}} \frac{\delta \alpha_{i}}{\alpha_{0 i}}=\sum_{i=1}^{M} S_{i} a_{i} \tag{2}
\end{equation*}
$$

where $S_{i}=\left(\partial R / R_{0}\right) /\left(\partial \alpha_{i} / \alpha_{0 i}\right)$ is called the sensitivity of $R$ to $\alpha$ and $a_{i}=\delta \alpha_{i} / \alpha_{i}$.

Consider that by previous knowledge we have screened $P_{1}$ important parameters. The number of remaining parameters is $K=M-P_{1}$. These are the parameters to which we assign low sensitivity, namely, $S_{i}$ are small. Due to the fact that our previous knowledge is not complete, there is a nonzero probability that among the $K$ parameters there are some parameters which have high sensitivity. The aim of the rejection test is to find the probability that there are high sensitivity coefficients among the $K$ parameters. Changing the input parameters by $+1 \%$ or $-1 \%$ randomly, Eq. (2) will have the form

$$
\begin{equation*}
\frac{\delta R}{R_{0}} \times 100=\sum_{i=1}^{K} S_{i} r_{i} \tag{3}
\end{equation*}
$$

where $r_{i}= \pm 1$. Making $N$ different runs so that in each run the input parameters are changed by $\pm 1 \%$, we will have

$$
\begin{equation*}
\frac{\delta R_{j}}{R_{0}} \times 100=\sum_{i=1}^{K} S_{i} r_{j i}=\mathbf{S r}_{j}, \quad j=1, \ldots, N \quad N<K . \tag{4}
\end{equation*}
$$

If for $N$ runs $\delta R_{j} / R_{0} \simeq 0$, what is the probability that there are $S_{i}$ components different from zero?

Assume that there are $I$ components of the vector $S$ which are different from zero. The value $I \leqslant K$ is unknown.

The nonzero components of the vector $S$ can be considered as a new vector $\mathbf{S}^{1}$ with a dimension $I$ satisfying the equation

$$
\begin{equation*}
\mathbf{S}^{(1)} \cdot \mathbf{a}_{j}=\sum_{n=1}^{I} S_{n} a_{j n}=0 \tag{5}
\end{equation*}
$$

where $j=1, \ldots, N$ and $a_{j n}=+1$ or -1 . The vectors $\mathbf{a}_{j}$ are subvectors of the vectors $\mathbf{r}_{j}$. For $j=1$, we have

$$
\begin{equation*}
\mathbf{S}^{(1)} \cdot \mathbf{a}_{1}=\sum_{n=1}^{I} S_{n} a_{1 n}=0 \tag{6}
\end{equation*}
$$

For a given vector $\mathbf{S}^{(1)}$ there are other vectors with components of $\pm 1$ beside $\mathbf{a}_{1}$ which are orthogonal to $\mathbf{S}^{(1)}$. For example, $a_{2}=-\mathbf{a}_{1}$ will also be orthogonal to $S^{(1)}$. The number of vectors of the type a which are orthogonal to $S^{(1)}$ depends on the particular nature of $\mathbf{S}^{(1)}$. Define a value $Q_{I}$ as the number of vectors of the type a which are orthogonal to $S^{(1)}$. Since the nature of the vector $S^{(1)}$ is not known, the value $Q_{I}$ is unknown. The number of all possible vectors of type a is $2^{I}$. Thus the probability of obtaining Eq. (6) when the vector $\mathbf{a}_{1}$ is chosen randomly is

$$
\begin{equation*}
p(I, 1)=Q_{I} / 2^{I} \tag{7}
\end{equation*}
$$

The probability of obtaining Eq. (5) for $N$ random runs will be

$$
\begin{equation*}
p(I, N)=\left(Q_{I} / 2^{I}\right)^{N} \tag{8}
\end{equation*}
$$

namely, the probability that a certain vector $S^{(1)}$ with $I$ nonzero components will satisfy Eq. (5).

The value $Q_{I}$ will be the largest when the vector $S^{(1)}$ has the property of $S_{1}=S_{2}=S_{3}=\cdots=S_{1}$ for $I$ even, and $S_{2}=S_{3}=\cdots=S_{I}, S_{1}=2 S_{2}$ for $I$ odd. The proofs of these statements are given in the next chapter. Thus,

$$
\begin{equation*}
Q_{I} \leqslant 2\binom{I-1}{(I+1) / 2} \text { for } I \text { odd } \tag{9}
\end{equation*}
$$

$$
\begin{equation*}
Q_{I} \leqslant\binom{ I}{I / 2} \quad \text { for } I \text { even } \tag{10}
\end{equation*}
$$

Thus the probability that any vector $S^{(1)}$ with $I$ nonzero components which satisfies Eq. (5) will be bounded by

$$
\begin{equation*}
p(I, N) \leqslant\left[Q(I) / 2^{I}\right]^{N} \tag{11}
\end{equation*}
$$

Thus the probability that any vector with nonzero components will satisfy Eq. (5) is

$$
\begin{align*}
P(K, N)= & \sum_{I=2}^{K} p(I, N) \leqslant \sum_{l=1}^{K / 2}\left\{\left[\binom{2 l}{l} / 2^{2 l}\right]^{N}\right. \\
& \left.+\left[\binom{2 l}{l+1} / 2^{2 l}\right]^{N}\right\}-\left[\binom{K}{(K / 2)+1} / 2^{K}\right]^{N} \\
= & R(K, N) \tag{12}
\end{align*}
$$

for $K$ even, and

$$
\begin{align*}
P(K, N)= & \sum_{I=3}^{K} p(I, N) \leqslant \sum_{l=1}^{(K-1 / 2}\left[\binom{2 l}{l} / 2^{2 l}\right]^{N} \\
& +\left[\binom{2 l}{l+1} / 2^{2 l}\right]^{N}=T(K, N) \tag{13}
\end{align*}
$$

for $K$ odd.
The values of $R(K, N)$ and $T(K, N)$ are given in Table $I$. From these values, it is obtained that for $N \geqslant 10$ the upper bound on the probabilities practically does not depend on the number of input parameters. Furthermore, for $N \geqslant 10$, the probability of obtaining nonzero coefficients with the rejection test is very small.

Assume that a given system can have two possible states: $A_{0}, A_{1},\left(A_{0} \cap A_{1}=\varnothing\right)$ such that the probability ratio $P\left(A_{1}\right) / P\left(A_{0}\right)$ is known to have an upper bound $P\left(A_{1}\right) / P\left(A_{0}\right)$ $\leqslant \gamma$. Let $C_{N}$ denote an "event," i.e., a possible outcome of an experiment $E$ done on/with the system such that the conditional probabilities $P\left(C_{N} \mid A_{0}\right)=1$ and $P\left(C_{N} \mid A_{1}\right) \leqslant \alpha_{N}$ and $C_{N}$ can be chosen such that $\alpha_{N} \gamma<1$. One now wants to reject the hypothesis that the system is in state $A_{1}$ by stating that if $P\left(A_{1} \mid C_{N}\right) \leqslant \beta\left(\beta\right.$ being a predetermined limit, say, $\left.10^{-3}\right)$, then $A_{1}$ is rejected. Now

TABLE I. Rejection criterion.

| $N$ <br> Number of trials | K <br> Number of input parameters | The rejection criteria $R$ or $T$ |
| :---: | :---: | :---: |
| 6 | 15 | 0.0211218 |
| 8 | 15 | 0.0044946 |
| 6 | 20 | 0.0202510 |
| 8 | 20 | 0.0044456 |
| 10 | 20 | 0.0010442 |
| 12 | 20 | 0.0002530 |
| 14 | 20 | 0.0000622 |
| 6 | 25 | 0.0212074 |
| 8 | 25 | 0.0044977 |
| 10 | 25 | 0.0010471 |
| 12 | 25 | 0.0002532 |
| 14 | 25 | 0.0000622 |
| 6 | 30 | 0.0202510 |
| 8 | 30 | 0.0044456 |
| 10 | 30 | 0.0010442 |
| 12 | 30 | 0.0002530 |
| 14 | 30 | 0.0000622 |

$$
\begin{align*}
& P\left(A_{1} \mid C_{N}\right) P\left(C_{N}\right)=P\left(C_{N} \mid A_{1}\right) P\left(A_{1}\right),  \tag{14}\\
& P\left(A_{0} \mid C_{N}\right) P\left(C_{N}\right)=P\left(C_{N} \mid A_{0}\right) P\left(A_{0}\right), \tag{15}
\end{align*}
$$

and, upon division,

$$
\begin{equation*}
\frac{P\left(A_{1} \mid C_{N}\right)}{1-P\left(A_{1} \mid C_{N}\right)}=P\left(C_{N} \mid A_{1}\right) \frac{P\left(A_{1}\right)}{P\left(A_{0}\right)} \tag{16}
\end{equation*}
$$

yields

$$
\begin{equation*}
P\left(A_{1} \mid C_{N}\right)=\frac{P\left(C_{N} \mid A_{1}\right) P\left(A_{1}\right) / P\left(A_{0}\right)}{1+P\left(C_{N} \mid A_{1}\right) P\left(A_{1}\right) / P\left(A_{0}\right)} \leqslant \alpha_{N} \gamma \tag{17}
\end{equation*}
$$

One then conducts the experiment choosing $C_{N}$ to be such that $\alpha_{N}<\beta / \gamma$. If $C_{N}$ comes out in the experiment, $A_{1}$ is rejected, and the system is assumed to be in state $A_{0}$.

Let us now proceed one step further: Let

$$
\left\{C_{N}\right\}_{N=1}^{\infty}
$$

be a set of possible outcomes of the experiment $E$ with the conditional probabilities $P\left(C_{N} \mid A_{0}\right)=1 \forall N$ and $P\left(C_{N}\right.$ $\left.\mid A_{1}\right)=\alpha_{N}, N=1, \ldots, \infty$ known. One may then set a limit $\beta$ (a rejection limit) and conduct the experiment $E$. If the outcome $C_{N}$ is such that $\alpha_{N} \leqslant \beta / \gamma$, the possibility that the system is in state $A_{1}$ is rejected. Now suppose that $A_{1}$ is a state composed of the union of $K$ mutually exclusive substates

$$
A_{1}=\bigcup_{i=1}^{K} B_{I}, \quad B_{J} \cap B_{J}=\varnothing, \quad \forall I \neq J
$$

and suppose that $P\left(C_{N} \mid B_{I}\right)$ is known. Then

$$
\begin{equation*}
P\left(C_{N} \mid A_{1}\right)=\sum_{I=1}^{K} P\left(C_{N} \mid B_{I}\right) \tag{18}
\end{equation*}
$$

This is the general structure of the suggested test, with the following identifications:
$A_{0}$-(the vector $\mathbf{S}^{(1)}=0$, all its components are zero), $A_{1}-$ (at least one component of $\mathbf{S}^{(1)}$ differs from zero), $B_{I}$-(exactly $I$ components of $\mathbf{S}^{(1)}$ differ from zero), $E$-the experiment (pick up $N$ vectors $\mathbf{a}_{j}=\left(a_{1}^{j}, \ldots, a_{I}^{j}\right)$ such tha $a_{n}^{j}= \pm 1$ with probability $\frac{1}{2}$ and calculate the $N$ sums $D_{j}=\mathbf{S}^{(1)} \mathbf{a}_{j}$ ), $C_{N}$-the event (All sums are zeros, i.e., $D_{j}=0 \forall j$.

To identify the above parameters with the previously mentioned quantities, it is easy to see from the definitions that $P\left(C_{N} \mid B_{I}\right)$ is identical to $p(I, N)$ of Eq. (7) and, consequently, $p(K, N)$ is identical to $P\left(C_{N} \mid A_{1}\right)$.

Thus we have two events: $A_{\mathrm{t}}$-there are nonzero elements in the vector $S$. $A_{0}$-there are only zero elements in the vector $S$. $A$ priori we have $P\left(A_{1}\right)$ and $P\left(A_{0}\right)$. It might be that $P\left(A_{1}\right)$ is much larger than $P\left(A_{0}\right)$. However, on the basis of the test, we have the assumption that $P\left(A_{1}\right) / P\left(A_{0}\right)$ is finite. Also, although $\gamma$ may be as large as we choose, it nevertheless has to be finite. The estimation of the value of $\gamma\left[P\left(A_{1}\right) / P\left(A_{0}\right) \leqslant \gamma\right]$ is determined by our confidence in the screening of the important parameters. The more confidence we have in our screening procedure, the lower is the value of $\gamma$. The value $\alpha_{N}$ in Eq. (17) is bounded by

$$
\begin{array}{ll}
\alpha_{N} \leqslant R(K, N), & K \text { even }, \\
\alpha_{N} \leqslant T(K, N), & K \text { odd. } \tag{18b}
\end{array}
$$

It can now be seen from Eq. (17) and the following discussion that

$$
\begin{align*}
P\left(A_{1} \mid C_{N}\right) & \leqslant P\left(C_{N} \mid A_{1}\right)\left[P\left(A_{1}\right) / P\left(A_{0}\right)\right] \leqslant P\left(C_{N} \mid A_{1}\right) \gamma \\
& =\sum_{I=1}^{K} P\left(C_{N} \mid B_{I}\right) \gamma=\sum_{I=2}^{K} p(I, N) \gamma \\
& =P(K, N) \gamma \leqslant \alpha_{N} \gamma \tag{19}
\end{align*}
$$

Thus the rejection test can be stated as follows: the assumption is that the vector $\mathbf{S}$ fulfills Eq. (5) and has $0<I \leqslant K$ nonzero components. $P(K, N) \gamma$ is an upper bound for the probability of the assumption being true. If $P(K, N) \gamma$ is smaller than a predetermined value $\beta$, we reject that assumption. What is actually checked against $\beta$ is $R(K, N) \gamma$ or $T(K$, $N) \gamma$, yet if they are smaller than $\beta$, so is $P(K, N) \gamma$.

A simple example of the test is given in Appendix A.

## 3. COMBINATION OF VECTORS

Let $\mathbf{S}_{n}=\left(s_{1}, s_{2}, \ldots, s_{n}\right)$ be an $n$-dimensional vector. We define a combination of a vector as a number obtained from $\mathbf{S}_{n}$ by adding and/or subtracting all its terms, i.e., let $\mathbf{a}_{n}$ $=\left(a_{1}, \ldots, a_{n}\right)$ be a vector such that $\left|a_{i}\right|=1, i=1, \ldots, n$, then a combination of $\mathbf{S}_{n}$ is the number $x=\mathbf{S}_{n} \cdot \mathbf{a}$. In general, there are $2^{n}$ different possible $a^{\prime}$ s and thus $2^{n}$ possible combinations. Given a number $x$ one may ask how many combinations of a vector U yield $x$. This number is denoted by $N\left(\mathrm{U}_{n}\right.$, $x$ ) and we can then ask: For a given $x$, which is the vector $\mathbf{U}_{n}^{0}$ for which $N\left(\mathbf{U}_{n}^{0}, x\right)$ is maximum. We thus denote

$$
\begin{equation*}
K_{n}(x)=\underset{\mathbf{U}_{n} \in E_{n}}{\operatorname{Max}}\left\{N\left(\mathbf{U}_{n}, x\right)\right\} \tag{20}
\end{equation*}
$$

where $E_{n}$ is the $n$-dimensional Euclidean space. If $N\left(\mathbf{S}_{n}\right.$, $x)=K_{n}(x)$, we say that $S_{n}$ is maximum for $x$.

We first show that in order to discuss $K_{n}(x)$, it is sufficient to consider only positive component vectors.

Lemma 1: Given a vector $\mathbf{S}_{n}=\left(s_{1}, \ldots, s_{n}\right)$ and the number of combinations $S_{n}$ that yield $x$ is $N\left(S_{n}, x\right)$, then for the vector $\mathbf{S}_{n}^{a}=\left\{\left|s_{1}\right|,\left|s_{2}\right|, \ldots,\left|s_{n}\right|\right\}$, we get $N\left(\mathbf{S}_{n}^{a}, x\right)=N\left(S_{n}, x\right)$.

Proof: Let a be such that $\mathbf{S}_{n} \cdot a=x$. Then $\left(\left|a_{i}\right|=+1\right)$ $\mathbf{S}_{n} \cdot \mathbf{a}=s_{1} a_{1}+a_{2} s_{2}+\cdots+a_{n} s_{n}=a_{1} \delta_{1} s_{1}$
$+a_{2} \delta_{2} s_{2}+\cdots+a_{n} \delta_{n}\left|s_{n}\right|=x$, where $\delta_{i}=s_{i} /\left|s_{i}\right|= \pm 1$. It is clear that the vector $\mathbf{a}^{a}=\left(a_{1} \delta_{1}, \ldots, a_{n} \delta_{n}\right)$ fulfills $\mathbf{S}_{n}^{a} a^{a}=x$. Thus to every combination of $s_{n}$ that yields $x$, there exists a unique combination of $\mathbf{S}_{n}^{a}$ that yields $x$. The opposite is also trivial to show.

From now on, we will consider only vectors with positive components.

Lemma 2: $K_{n}(g)$ is independent of $g \neq 0$.
Proof: Let $S_{n}$ be the maximum for $g_{1}$ and let $E_{\mathrm{a}}$ be the set of all vectors a such that $\mathbf{S}_{n} \cdot \mathbf{a}=g_{1}$. Let $g_{2} \neq g_{1}$ and $\alpha=g_{2} / g_{1}$. Consider the vector $\mathbf{S}_{n}^{1}=\alpha \cdot \mathbf{S}_{n}$. Then if $\mathbf{a} \in E_{\mathbf{a}}$, we get $\mathbf{S}_{n}^{1} \cdot \mathbf{a}=\alpha \mathbf{S}_{n} \cdot \mathbf{a}=\alpha g_{1}=g_{2}$. This means that $N\left(\mathbf{S}_{n}^{1}\right.$, $\left.g_{2}\right)=K_{n}\left(g_{1}\right)$. If we assume that $K_{n}\left(g_{2}\right)>N\left(\mathbf{S}_{n}^{1}, g_{2}\right)$, then there exists a vector $\mathbf{W}_{n}$ and a set of $K_{n}\left(g_{2}\right)$ different vectors $\mathbf{a}^{2}$ such that for each $\mathbf{a}^{2}, \mathbf{W}_{n} \mathbf{a}^{2}=g_{2}$. In that case, let us consider the vector $\mathbf{W}_{n}^{2}=W_{n} / \alpha$; clearly for each $\mathbf{a}^{2}, \mathbf{W}_{n}^{2} \cdot \mathbf{a}^{2}=g_{1}$. Thus $N\left(W_{n}^{2}, g_{1}\right)=K_{n}\left(g_{2}\right)$ and this leads to $N\left(W_{n}^{2}, g_{1}\right)>N\left(S_{n}\right.$, $\left.g_{2}\right)=K_{n}\left(g_{1}\right)$, which is an obvious contradiction. Thus $K_{n}(g)$ is independent of $g$.

The conclusion of the above lemma is that the maximum number of combinations to yield a nonzero number is
the same for any such number (though a different vector may be maximum for different numbers). We will thus denote
that maximum by $K_{n}(1)$ and, for the case that $g=0$ (which is not included in the above lemma), we denote by $K_{n}(0)$.

The objective of the following discussion is to find $K_{n}(1)$ and $K_{n}(0)$. Noting now that if $\mathbf{S}_{n} \cdot a=g$, then $\mathbf{S}_{n}(-a)$ $=-g$, we also conclude that $N(\mathbf{U}, g)=N(\mathbf{U},-g)$.

Lemma 3: If $\mathbf{S}_{n}=\left(s_{1} \cdots s_{n}\right)$ is maximum for $g$, then the vector $\mathbf{S}_{n+1}=\left(s_{1} \cdots s_{n}, g\right)$ is maximum for zero.

Proof: Let us denote any combination of $\mathbf{S}_{n}$ by $C_{n}$ and a combination of $S_{n+1}$ by $C_{n+1}$. Let us consider the combinations of $\mathbf{S}_{n+1}$ that equal zero.

$$
C_{n+1}=C_{n}+g=0 \rightarrow C_{n}=-g
$$

or

$$
C_{n+1}=C_{n}-g=0 \rightarrow C_{n}=+g .
$$

Thus we may write

$$
\begin{aligned}
N\left(\mathbf{s}_{n+1}, 0\right) & =N\left(\mathbf{S}_{n}, g\right)+N\left(S_{n},-g\right) \\
& =K_{n}(g)+K_{n}(g)=2 K_{n}(g) .
\end{aligned}
$$

Let us next consider any general ( $n+1$ )-dimensional vector $U_{n+1}\left(u_{1} \cdots u_{n+1}\right)$ and $\mathbf{U}_{n}=\left(u_{1} \cdots u_{n}\right)$. Let us denote a combination of $\mathbf{U}_{n+1}$ by $C_{n+1}$ and a combination of $\mathbf{U}_{n}$ by $C_{n}$. Then the combinations of $\mathbf{U}_{n+1}$ that equal zero may be obtained by

$$
C_{n+1}=C_{n}+u_{n+1}=0, \quad C_{n}=-u_{n+1}
$$

or

$$
C_{n+1}=C_{n}-u_{n+1}=0, \quad C_{n}=u_{n+1}
$$

Thus

$$
\begin{aligned}
N\left(\mathbf{U}_{n+1}, 0\right) & =N\left(\mathbf{U}_{n}, u_{n+1}\right)+N\left(\mathbf{U}_{n},-u_{n+1}\right) \\
& =2 N\left(\mathbf{U}_{n}, u_{n+1}\right) \leqslant 2 K_{n}(1) .
\end{aligned}
$$

$$
\text { Corollary: } K_{n+1}(0)=2 K_{n}(1)
$$

## A. Combinations that yield more than one number

In order to proceed, it is now necessary to consider sums of combinations that yield more than one number. Let $\mathbf{U}_{n}$ be any $n$-dimensional vector and let $x_{p}=\left(x_{1}, x_{2}, \ldots, x_{p}\right)$ be a set of $p$ positive different numbers. Let, as before, $N\left(\mathbf{U}, x_{i}\right)$ be the number of combinations of $\mathbf{U}$ that yield $x_{i}$. We now define the quantity

$$
\begin{equation*}
B\left(\mathbf{U}, x_{1}, x_{2}, \ldots, x_{p}\right)=B\left(\mathbf{U}_{n}, \mathbf{x}_{p}\right)=\sum_{i=1}^{p} N\left(\mathbf{U}_{n}, x_{i}\right) \tag{21}
\end{equation*}
$$

which is simply the total number of combinations of $\mathbf{U}$ that yield any component of $\mathbf{x}_{p}$. For a given vector $\mathbf{x}_{p}$, we may inquire for which vector $\mathbf{U}_{n}, B\left(\mathbf{U}_{n}, \mathbf{x}_{p}\right)$ is maximum and denote

$$
B_{m}\left(\mathbf{x}_{p}\right)=\max _{\mathbf{U}_{n}}\left\{B\left(\mathbf{U}_{n}, \mathbf{x}_{p}\right\}\right.
$$

Then we may ask for which $\mathbf{x}_{p} B_{m}\left(\mathbf{x}_{p}\right)$ is maximum and denote

$$
\begin{equation*}
D_{n}(p)=\max _{\mathbf{x}_{p}}\left\{\max _{\mathbf{U}_{n}}\left(B\left(\mathbf{U}_{n}, \mathbf{x}_{p}\right)\right)\right\} . \tag{22}
\end{equation*}
$$

$D_{n}(p)$ is the maximum possible number of combinations of an $n$-dimensional vector that yields $p$ positive values. Clearly $D_{n}(p) \leqslant p \cdot K_{n}(1)$.

Equality will imply that a certain vector can simultaneously be a maximum for $p$ different numbers. At this point, an important observation should be made. Suppose we divide $\mathbf{x}_{p}$ into two separate vectors $\mathbf{x}_{p_{1}}, \mathbf{x}_{p_{2}}$ such that $p_{1}+p_{2}=p$. Then by virtue of the fact that

$$
\begin{aligned}
\max \left\{B\left(\mathbf{U}, \mathbf{x}_{p}\right)\right\} & =\max \left\{B\left(\mathbf{U}, \mathbf{x}_{p_{1}}\right)+B\left(\mathbf{U}, \mathbf{x}_{p_{2}}\right)\right\} \\
& \leqslant \max \left\{B\left(\mathbf{U}, \mathbf{x}_{p_{1}}\right)\right\}+\max \left\{B\left(\mathbf{U}, \mathbf{x}_{p_{2}}\right)\right\},
\end{aligned}
$$

we obtain the relation

$$
\begin{equation*}
D_{n}(p) \leqslant D_{n}\left(p_{1}\right)+D_{n}\left(p_{2}\right), \quad p_{1}+p_{2}=p . \tag{23}
\end{equation*}
$$

With the aid of the above concepts, we now prove the following lemma:

Lemma 4: Let $S_{2 n-1}$ be a $(2 n-1)$-dimensional vector with the property

$$
D_{2 n-1}(p)=B\left(\mathbf{S}_{2 n-1}, g, 3 g, 5 g, \ldots,(2 p-1) \cdot g\right)
$$

That is, the maximum possible combinations to get $p$ positive different numbers for any $(2 n-1)$-dimensional vector is equal to the number of combinations of the vector $\mathbf{S}_{n-1}$ that yields any one of the $p$ positive different numbers $g$, $3 g, \ldots,(2 p-1) \cdot g$. Note that putting $p=1$ implies that $\mathbf{S}_{2 n-1}$ is also maximum for $g$. Let $S_{2 n+1}$ be the vector obtained from $\mathbf{S}_{2 n-1}$ by adding two components each of which equals $g$, i.e., $\mathbf{S}_{2 n+1}=\left(\mathbf{S}_{2 n-1}, g, g\right)$, then $\mathbf{S}_{2 n+1}$ also has the property

$$
\begin{equation*}
D_{2 n+1}(p)=B\left(\mathbf{S}_{2 n+1}, g, 3 g, \ldots,(2 p-1) \cdot g\right) . \tag{24}
\end{equation*}
$$

Proof: Let us first consider the combinations of $\mathbf{S}_{2 n+1}$ that yield any component of the set $(g, 3 g, \ldots,(2 p-1) \cdot g)$. Let us denote by $C_{2 n+1}$ a combination of $\mathbf{S}_{2 n+1}$. Then for each combination of $S_{2 n-1}\left(C_{2 n-1}\right)$, there are four combinations of $S_{2 n+1}$, namely, $C_{2 n+1}=C_{2 n-1} \pm(g \pm g)$. Thus $g$ is obtained when

$$
C_{2 n+1}=C_{2 n-1}+(g+g)=g \rightarrow C_{2 n-1}=-g
$$

or

$$
C_{2 n+1}=C_{2 n-1}+(g-g)=g \rightarrow C_{2 n-1}=g
$$

or

$$
C_{2 n+1}=C_{2 n-1}-(g-g)=g \rightarrow C_{2 n-1}=g
$$

or

$$
C_{2 n+1}=C_{2 n-1}-(g+g)=g \rightarrow C_{2 n-1}=3 g
$$

Following the same procedure for $3 g, 5 g, \ldots,(2 p-1) \cdot g$, one verifies that any of these values is obtained by a different combination of $\mathbf{S}_{2 n+1}$, when $C_{2 n-1}$ takes any one of the following values:

| $-g$ | $g$ | $g$ | $3 g$ | to get | $g$ |
| ---: | ---: | ---: | ---: | :--- | ---: |
| $g$ | $3 g$ | $3 g$ | $5 g$ | to get | $3 g$ |
| $3 g$ | $5 g$ | $5 g$ | $7 g$ | to get | $5 g$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |  | $\vdots$ |
| $(2 p-3) g$, | $(2 p-1) g$, | $(2 p-1) g$, | $(2 p+1) g$ | to get | $(2 p-1) g$. |

With the above considerations and using the maximum property of $S_{2 n-1}$, we may now write

$$
\begin{align*}
B\left(\mathbf{S}_{2 n+1}, g, 3 g, \ldots,(2 p-1) g\right)= & B\left(\mathbf{S}_{2 n-1}, g, 3 g, \ldots,(2 p-3) g\right) \\
& +B\left(\mathbf{S}_{2 n-1}, g, 3 g, \ldots,(2 p-1) g\right)+B\left(\mathbf{S}_{2 n-1}, g, 3 g, \ldots,(2 p-1) g\right) \\
& +B\left(\mathbf{S}_{2 n-1},-g, 3 g, \ldots,(2 p+1) g\right)=D_{2 n-1}(p-1)+2 D_{2 n-1}(p)+D_{2 n-1}(p+1) . \tag{25}
\end{align*}
$$

Equation (24) states the fact that the $p$ different values of $C_{2 n+1}$ are obtained from $4 p$ values of $C_{2 n-1}$, which are not all different. $4 p$ is divided into four sets of $p-1, p, p, p+1$, values such that in each set, all values are different. Now let $\mathbf{U}_{2 n+1}$ be any $(2 n+1)$-dimensional vector and ( $x_{1}, \ldots, x_{p}$ ) any set of $p$ positive different numbers. We then wish to show that

$$
B\left(\mathbf{U}_{2 n+1}, x_{1}, \ldots, x_{p}\right) \leqslant B\left(\mathbf{S}_{2 n+1}, g, 3 g, \ldots,(2 p-1) \cdot g\right)
$$

Let us denote the last two components of $\mathbf{U}_{2 n+1}$ by $a$ and $b$ and assume with no loss of generality $a \geqslant b$. And let us denote a combination of the first $(2 n-1)$ terms of $U_{2 n+1}$ by $C_{2 n-1}$. Then a number $x_{1}$ may be obtained as a combination of $\mathbf{U}_{2 n+1}$ by the following four possibilities:

$$
\begin{aligned}
& C_{2 n-1}+(a+b)=x_{1}, \\
& C_{2 n-1}+(a-b)=x_{1}, \\
& C_{2 n-1}-(a-b)=x_{1}, \\
& C_{2 n-1}-(a+b)=x_{1}
\end{aligned}
$$

Denoting $a+b=\beta>0$ and $a-b=\alpha \geqslant 0(\alpha<\beta)$, we get for

$$
\begin{aligned}
& x_{1}, \ldots, x_{p} \\
& C_{2 n-1}+\beta=x_{1} \rightarrow C_{2 n-1}=x_{1}-\beta=b_{1}^{1} \\
& C_{2 n-1}+\alpha=x_{1} \rightarrow C_{2 n-1}=x_{1}-\alpha=b_{2}^{1} \\
& C_{2 n-1}-\alpha=x_{1} \rightarrow C_{2 n-1}=x_{1}+\alpha=b_{3}^{1} \\
& C_{2 n-1}-\beta=x_{1} \rightarrow C_{2 n-1}=x_{1}+\beta=b_{4}^{1} \\
& C_{2 n-1}+\beta=x_{2} \rightarrow C_{2 n-1}=x_{2}-\beta=b_{1}^{2} \\
& C_{2 n-1}+\alpha=x_{2} \rightarrow C_{2 n-1}=x_{2}-\alpha=b_{2}^{2} \\
& \vdots \\
& \vdots \\
& C_{2 n-1}+\beta=x_{p} \rightarrow C_{2 n-1}=x_{p}-\beta=b_{1}^{p} \\
& C_{2 n-1}+\alpha=x_{p} \rightarrow C_{2 n-1}=x_{p}-\alpha=b_{2}^{p} \\
& C_{2 n-1}-\alpha=x_{p} \rightarrow C_{2 n-1}=x_{p}+\alpha=b_{3}^{p} \\
& C_{2 n-1}-\beta=x_{p} \rightarrow C_{2 n-1}=x_{p}+\beta=b_{4}^{p} .
\end{aligned}
$$

We see that the $p$ values of $x_{1}, \ldots, x_{p}$ are obtained in different combinations when $C_{2 n-1}$ takes any one of the $4 p$ values of $b_{1}^{1} b_{2}^{1}, \ldots, b_{4}^{p}$. If all 4 values are different, then we immediately obtain

$$
\begin{aligned}
B\left(\mathrm{U}_{2 n+1}, x_{1}, \ldots, x_{p}\right) & =B\left(\mathrm{U}_{2 n-1}, b_{1}^{1}, \ldots, b_{4}^{p}\right) \leqslant D_{2 n-1}(4 p) \leqslant D_{2 n-1}(p-1)+2 D_{2 n-1}(p)+D_{2 n-1}(p+1) \\
& =B\left(\mathbf{S}_{2 n+1}, g, \ldots,(2 p-1) \cdot g\right) .
\end{aligned}
$$

Thus we have to find what are the maximum possible identical (in absolute value) numbers in the set $b_{1}^{1} \ldots b_{4}^{p}$. This under the constraints that $x_{1} \cdots x_{p}$ are all positive and different and $\beta>\alpha \geqslant 0$. A close examination of all the possibilities reveals that the maximal number of identical (in absolute value) terms is obtained if the following choice is made:
$\begin{aligned} x_{1} & =a=b=s>0 \quad \beta=2 s \quad \alpha=0 \\ x_{2} & =x_{1}+2 s=3 s \\ x_{3} & =x_{2}+2 s=5 s \\ \quad & \\ x_{p} & =x_{p-1}+2 s=(2 p-1) s\end{aligned}$
$\rightarrow b_{1}^{1}=-s$
$\rightarrow b_{1}^{2}=s$
$b_{2}^{1}=s$
$b_{2}^{2}=3 s$
$b_{3}^{1}=s$
$b_{4}^{1}=3 s$ then
$\rightarrow b_{1}^{2}=s$
$\begin{array}{cc}\rightarrow b_{1}^{3}=3 s & b_{2}^{3}=5 s \\ \vdots & \vdots\end{array}$
$\begin{array}{cc}\rightarrow b_{1}^{3}=3 s & b_{2}^{3}=5 s \\ \vdots & \vdots\end{array}$
$b_{3}^{2}=3 s \quad b_{4}^{2}=5 s$

$\rightarrow b_{1}^{p}=(2 p-3) s$,
$b_{2}^{p}=(2 p-1) s, \quad b_{3}^{p}=(2 p-1) s, \quad b_{4}^{p}=(2 p+1) s$.
(The choice $x_{1}=a=b$ is made with no loss of generality and any other $x_{i}$ could be taken instead. The same holds for every step.) Thus we may write, arranging $b_{1}^{1} \ldots b_{4}^{p}$ in four groups,

$$
\begin{align*}
B\left(\mathbf{U}_{2 n+1}\right. & \left., x_{1}, \ldots, x_{p}\right) \\
= & B\left(\mathbf{U}_{2 n-1}, b_{1}^{1}, b_{1}^{3}, b_{1}^{4}, \ldots, b_{1}^{p}\right) \\
& +B\left(\mathbf{U}_{2 n-1}, b_{2}^{1}, b_{2}^{2}, \ldots, b_{2}^{p}\right) \\
& +B\left(\mathbf{U}_{2 n-1}, b_{3}^{1}, b_{3}^{2}, \ldots, b_{3}^{p}\right) \\
& +B\left(\mathbf{U}_{2 n-1}, b_{1}^{2}, b_{4}^{1}, b_{4}^{1}, b_{4}^{2}, \ldots, b_{4}^{p}\right) \\
& \leqslant D_{2 n-1}(p-1)+2 D_{2 n-1}(p)+D_{2 n-1}(p+1) \\
& =B\left(\mathbf{S}_{2 n+1}, g, 3 g, \ldots,(2 p-1) g\right) . \tag{26}
\end{align*}
$$

Lemma 5: If the vector $\mathbf{S}_{n}=\left(s_{1}, \ldots, s_{n}\right)$ has the property $B\left(\mathbf{S}_{n}, 0,2 g\right)=D_{n}(2)$, then the vector $\mathbf{S}_{n+1}=\left(s_{1} \cdots s_{n}, g\right)$ is maximum for $g$.

Proof: Again with the notation of $C_{n+1}, C_{n}$ being combinations of $\mathbf{S}_{n+1}$ and $\mathbf{S}_{n}$ correspondingly, we obtaing from $\mathbf{S}_{n+1}$ by

$$
C_{n+1}=C_{n}+g=g \rightarrow C_{n}=0
$$

or

$$
C_{n+1}=C_{n}-g=g \rightarrow C_{n}=2 g
$$

Thus

$$
\begin{aligned}
N\left(\mathbf{S}_{n+1}, g\right) & =N\left(\mathbf{S}_{n}, 0\right)+N\left(\mathbf{S}_{n}, 2 g\right) \\
& =B\left(\mathbf{S}_{n}, 0,2 g\right)=D_{n}(2),
\end{aligned}
$$

and it is easy to verify (as in Lemma 3) that the number of combinations of any ( $n+1$ )-dimensional vector that yields a positive given number cannot exceed $D_{n}(2)$.

Theorem: (a) For any odd integer $(2 n-1)$, the identity vector

$$
\mathbf{S}_{2 n-1}(g)=(g, g, g, \ldots, g, g)
$$

(all components equal to $g$ ) is maximum for $g$ and

$$
\begin{equation*}
B\left(\mathbf{S}_{2 n-1}(g), g, 3 g, \ldots,(2 p-1) g\right)=D_{2 n-1}(p), \tag{27}
\end{equation*}
$$

and the vector

$$
S_{2 n-1}(0)=(2 g, g, g, \ldots, g)
$$

(first component equals $2 g$, all others $=g$ ) is maximum for zero.
(b) For any even integer $2 n$, the identity vector

$$
\mathbf{S}_{2 n}(0)=(g, g, \ldots, g) \quad s_{i} \equiv g i=1, \ldots, 2 n
$$

is maximum for zero and

$$
\mathbf{S}_{2 n}(g)=(2 g, g, \ldots, g), \quad s_{1}=2 g, s_{i} \equiv g, i \neq 1
$$

is maximum for $g$.
Proof: The above theorem is proved using the following induction.

Let us assume that the vectors $S_{2 n-1}(g)$ and $S_{2 n-1}(0)$ are given as in the theorem with the properties stated in the theorem. Given this, we will prove that $S_{2 n}(0)$ and $S_{2 n}(g)$ have the properties stated in the theorem and the identity vectors $S_{2 n+1}(g)=(g, g, \ldots, g), s_{i}=g$ and $S_{2 n+1}(0)$
$=(2 g, g, \ldots, g), s_{1}=2 g, s_{i}=g, i=2, \ldots, 2 n+1$ have the same properties as $S_{2 n-1}(g)$ and $S_{2 n-1}(0)$.

From Eq. (21), it is clear that

$$
B\left(\mathbf{S}_{2 n-1}(g), g, 3 g\right)=D_{2 n-1}(2) ;
$$

also

$$
\begin{gathered}
B\left(\mathbf{S}_{2 n-1}(g), g, 3 g\right)=N\left(\mathbf{S}_{2 n-1}(g), g\right)+N\left(\mathbf{S}_{2 n-1}(g), 3 g\right) \\
=\binom{2 n-1}{n}+\binom{2 n-1}{n+1}=\frac{2 n}{n+1}\binom{2 n-1}{n} .
\end{gathered}
$$

Let us now consider

$$
\begin{aligned}
B\left(\mathbf{S}_{2 n-1}(0), 0,2 g\right) & =N\left(\mathbf{S}_{2 n-1}(0), 0\right)+N\left(\mathbf{S}_{2 n-1}(0), 2 g\right) \\
& =2\binom{2 n-2}{n}+\left[\binom{2 n-2}{n-1}+\binom{n-2}{n+1}\right] \\
& =\frac{2 n}{n+1}\binom{2 n-1}{n} .
\end{aligned}
$$

Thus

$$
\begin{equation*}
B\left(\mathbf{S}_{2 n-1}(0), 0,2 g\right)=D_{2 n-1}(2) \tag{28}
\end{equation*}
$$

From Eq. (28) and Lemma 5, we immediately conclude that the vector

$$
S_{2 n}(g)=(\overbrace{2 g, g, g, g, \ldots, g}^{2 n})=\left(S_{2 n-1}(0), g\right)
$$

is maximum for $g$. And since $\mathrm{S}_{2 n-1}(g)$ is maximum for $g$, we conclude, using Lemma 3, that the vector $\mathbf{S}_{2 n}(0)={ }_{2 n}^{(8, \ldots, g)}$ is maximum for zero.

We now note that

$$
K_{2 n}(0)=\binom{2 n}{n}
$$

and

$$
K_{2 n}(1)=\binom{2 n}{n+1} ; \text { thus } K_{2 n}(1)<K_{2 n}(0)
$$

Also we get

$$
N\left(\mathbf{S}_{2 n}(0), 2 g\right)=\binom{2 n}{n+1}=K_{2 n}(1)
$$

Thus $S_{2 n}(0)$ is both maximum for zero and $2 g$. Thus $B\left(\mathbf{S}_{2 n}(0)\right)\left(\mathbf{S}_{2 n}(0), 0,2 g\right)=D_{2 n}(2)$. And again using Lemma 5, we get the result that

$$
\mathrm{S}_{2 n+1}(g)=\overbrace{(g, g, \ldots, g)}^{2 n+1}, \quad s_{i}=g, i=1, \ldots, 2 n+1
$$

is maximum for $g$. And using Lemma 3 on $\mathbf{S}_{2 n}(g)$, we get that $S_{2 n+1}(0)=(2 g, g, \ldots g), \quad s_{1}=2 g, s_{i}=g, i=2, \ldots, 2 n+1$, is maximum for zero. Furthermore, using Lemma 4 we see that $\mathbf{S}_{2 n+1}(0)$ has the property

$$
B\left(\mathbf{S}_{2 n+1}(g), g, 3 g, \ldots,(2 p-1) g\right)=D_{2 n+1}(p)
$$

This concludes the transfer from $(2 n-1)$ to $(2 n+1)$ through $2 n$. Let us now consider the case $n=2,2 n-1=3$. Clearly, $\mathbf{S}_{3}(g)=(g, g, g)$. It is maximum for $g$. And $B\left(\mathbf{S}_{3}(g), g\right.$, $3 g)=4$, which is the largest possible number. Thus, $B\left(\mathbf{S}_{3}(g), g, 3 g, 5 g, \ldots,(2 p-1) g\right)=D_{3}(p)$. Also, $\mathbf{S}_{3}(0)=(2 g, g, g)$ is maximum for zero!

Starting from $(2 n-1)$, we may now proceed by the proven induction to see that the theorem holds for every $n$.

Conclusion: From the above results, we have

$$
\begin{align*}
& K_{2 n}(0)=\binom{2 n}{n},  \tag{29a}\\
& K_{2 n}(1)=\binom{2 n}{n+1}, \quad K_{2 n}(0)>K_{2 n}(1),  \tag{29b}\\
& K_{2 n+1}(0)=2\binom{2 n}{n+1},  \tag{29c}\\
& K_{2 n+1}(1)=\binom{2 n+1}{n+1}, \quad K_{2 n+1}(1)>K_{2 n+1}(0),  \tag{29d}\\
& D_{2 n-1}(p)=\sum_{k=n+1}^{2 n+1}\binom{2 n+1}{k} . \tag{29e}
\end{align*}
$$

## 4. APPLICATION OF THE TEST TO A WASTE DISPOSAL PROBLEM

The test described above has been applied to a heat transfer problem in a hypothetical waste repository. ${ }^{6}$ The temperature profile within salt in the repository was determined to be the quantity of most interest from a design point of view for this test problem. This response was selected to provide the focal point of the sensitivity demonstration problem. A near-field single-level storage repository of spent fuel in salt ${ }^{6}$ was chosen to model the thermal behavior of a generic design. The disposal horizon of the repository was assumed to have a thermal loading density of $60 \mathrm{~kW} /$ acre ( 15 $\mathrm{W} / \mathrm{m}^{2}$ ) and its time behavior, as well as all the input parameters, are the same as those used in ORNL/ENG/TM-14, ${ }^{10}$ and are also given in Appendix B. The computer code used
to calculate the thermal conductivity for this analysis was HEATING 5. ${ }^{11}$ This code uses finite-difference methods to solve heat transfer equations and solves both steady-state and transient heat conduction problems with spatially- and temperature-dependent thermal properties and time-dependent heat generation rates.

For this problem, 49 input parameters were considered. These parameters included all the material properties, boundary conditions, and modeling parameters in the repository (see Appendix B). The sensitivity coefficients $S_{i}$, $i=1, \ldots, 49$, were estimated for $R_{0}=T_{s}$, where $T_{s}$ is the midplane temperature at the interface between the spent fuel assembly and the salt five years after burial.

The numerical accuracy of the temperature profile calculation by HEATING 5 with convergence criterion of $10^{-5}$ was about $0.01^{\circ} \mathrm{F}$. Since the value of $R_{0}$ is $155.69^{\circ} \mathrm{F}$ $\left(68.72{ }^{\circ} \mathrm{C}\right.$ ), the error in any response change is no better than $\delta R / R_{0}=+6.42 \times 10^{-5}$. Therefore, the minimum value of $S_{i}$ that was termed to be useful was $+6.42 \times 10^{-3}$ and importance in terms of sensitivity coefficients was defined to be $\left|S_{i}\right| \geqslant 0.01$. Eleven sensitivity coefficients were assumed to be important.

The exact sensitivity coefficients for these parameters were then obtained exactly by rerunning the code for each individual parameter change. These were the important sensitivities:
(1) sensitivity to the salt density $\rho$,
(2) sensitivity to the heat capacity $C_{p}$,
(3) sensitivity to the salt conductivity at $32^{\circ} \mathrm{F}\left(0^{\circ} \mathrm{C}\right)$ [ $\left.\mathrm{k}\left(32^{\circ}\right)\right]$,
(4) sensitivity to the salt conductivity at $122^{\circ} \mathrm{F}\left(50^{\circ} \mathrm{C}\right)$ [ $\left.\mathrm{k}\left(122^{\circ}\right)\right]$,
(5) sensitivity to the salt conductivity at $212^{\circ} \mathrm{F}\left(100^{\circ} \mathrm{C}\right)$ [k(212 $\left.{ }^{\circ}\right)$,
(6) sensitivity to the initial temperature at $2000 \mathrm{ft}(610$ m) $\left[T_{0}(2000 \mathrm{ft})\right]$,
(7) sensitivity to the distance between canisters $D_{s}$,
(8) sensitivity to the canister radius $R_{s}$,
(9) sensitivity to the thermal loading $P$,
(10) sensitivity to the initial temperature at 2250 ft ( 686 m) $\left[T_{0}(2250 \mathrm{ft})\right]$,
(11) sensitivity to the salt thermal emissivity $h_{r}$. [Note: For (3), (4), and (5), the conductivity is given at discrete temperature points.]

In the second stage of analysis, these eleven parameters were held constant in all cases, and the rest of the parameters $\left(M-P_{1}\right)=38$ were then randomly changed. Eight such runs were made to analyze the response temperatures for these runs.

Thus values obtained for $R^{\prime}=\delta R / R_{0} \times 100$ for this set of runs were $R^{\prime(1)} \simeq 0, R^{\prime(2)} \simeq 0, R^{\prime(3)} \simeq 6 \times 10^{-5}$, $R^{\prime(4)} \simeq-6 \times 10^{-5}, R^{\prime(5)} \simeq 0, R^{\prime(6)} \simeq 0, R^{\prime(7)} \simeq 0$, and $R^{\prime(8)} \simeq 0$.

The practically $R^{\prime}$ can be considered as zero. The rejection test was applied to this case. By this test, we have found from the upper bound to the probability $-\alpha_{N}$ that there are sensitivity components different from zero which will yield eight runs with $R^{\prime} \simeq 0$ less than $0.5 \%$ (see Table I).

Due to our experience with this type of a problem, we were quite confident that we had screened out the important
sensitivities. Thus we estimated $\gamma$ to be less than 2 . Thus by the rejection test we found that the probability that there are nonzero sensitivity elements is less than 0.01 . We rejected this possibility. We have randomly chosen some of the input parameters and calculated their sensitivities. In all our checks, we indeed found negligible sensitivity values.

## 5. SUMMARY

We have found expressions for the probabilities that a certain unknown vector has nonzero components. It was found that by applying the rejecting test, it is enough to obtain a very low probability for the existence of a vector with nonzero components. It was found that for 10 trials, the probability of obtaining nonzero component vectors is less than $1.1 \times 10^{-3}$ and for 16 trials the probability is less than $1.6 \times 10^{-5}$ with a rapid reduction in the probability with the increased number of trials. It should be noted that for a vector with a number of components greater than the number of trials, the probability is almost independent of the number of the vector's components. Namely, the advantage of the rejection test lies in the fact that by making very few trials, we gain information on the input parameters involved regardless of how many we have.

The input for the $N$ runs in the rejection test are almost identical to those used in the "statistical screening" procedure. ${ }^{7-9}$ A discussion on the "statistical screening" procedure was published by Perey. ${ }^{12}$ The difference between the runs in the two procedures pertains only to the variables that are being subjected to the random increments. In the rejection test they are the variables being checked for having zero sensitivity coefficients, while in the "statistical screening" procedure they are all the variables that one believes can be important, namely, those having large sensitivity coefficients. Thus, if $S \cdot a \neq 0$, the rejection test runs are not completely wasted. These runs, in some cases, can be used for the screening procedure on the variable tested.

In the presented test, we required orthogonality between the vectors $S$ and $a_{j}$. In a practical application, one will always find $\mathbf{S} \cdot \mathbf{a}_{j}=\boldsymbol{\epsilon}_{j}$, where $\left|\boldsymbol{\epsilon}_{j}\right|$ is a small but finite quantity. We believe that setting $\epsilon_{j}=0$ when $\left|\epsilon_{j}\right|$ is below some small threshold value will not invalidate the test. So far we have not succeeded in supporting this assertion by a rigorous mathematical proof. This question is a subject for further investigations.

It may be interesting to note that the problem of the maximum combinations of a vector underlying the rejection test has interpretations in geometry and the theory of games. In the geometrical aspect, the problem can be interpreted as finding a vector (with nonzero elements) in $n$-dimensional Euclidean space; that is, perpendicular to the maximum number of edges of an $n$-dimensional cube centered at the origin. The edges of an $n$-dimensional cube centered at the origin are of the form $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right), a_{i}= \pm 1$. We want to find a vector $\mathbf{S}=\left(s_{1}, s_{2}, \ldots, s_{n}\right), s_{i} \neq 0$, such that $\mathbf{S} \cdot \mathbf{a}=0$ for the maximum number of edges. The theorems discussed in this paper solve this problem. Thus, the maximum number of cube edges that will be orthogonal to the vector is given by Eqs. (29a) and (29c). The form of such a vector will be

$$
\begin{aligned}
& \mathbf{S}=(g, g, \ldots, g) \quad \text { for } n \text { even, } \\
& \mathbf{S}=(2 g, g, \ldots, g) \text { for } n \text { odd }
\end{aligned}
$$

(this is not necessarily the only possibility). For example, in a three-dimensional space, the vector $S=(2,1,1)$ is perpendicular to $(1,-1,-1)-(1,1,1)$. This is the maximum number of cube edges that can be perpendicular to any vector with nonzero components.

In the theory of strategic games, we may consider the following game. A set of $n$-steps $\left(s_{1}, \ldots, s_{n}\right)$ is chosen. $N$ "scouts" start from the origin and follow the $n$ steps in two directions; (b) steps must be followed in the order that they appear in the sequence; (c) no two "scouts" are allowd to follow exactly the same route; (d) all scouts must finish their route at a predetermined point of distance $g$ from the origin. The problem is now how to choose the set of steps such that the number of "scouts," $N$, is maximum. The solution of this problem is given in Eqs. (29b) and (29d).

## ACKNOWLEDGMENTS

Thanks for stimulating discussions are due to E. M. Oblow and F. G. Perey of Oak Ridge National Laboratory and M. Kalai of the Hebrew University, Jerusalem. Thanks are also due to the referee for his useful comments.

## APPENDIX A: A SIMPLE EXAMPLE FOR THE REJECTION TEST

Consider a die that can be either normal die or a loaded die. We thus have

$$
\begin{equation*}
A_{1}=\{\text { normal die }\} \tag{A1}
\end{equation*}
$$

or

$$
\begin{equation*}
A_{0}=\{\text { loaded die }\} \tag{A2}
\end{equation*}
$$

Let us assume that

$$
\begin{equation*}
P\left(A_{1}\right) / P\left(A_{0}\right) \leqslant \gamma=10^{3} \tag{A3}
\end{equation*}
$$

thus assuming that the chances of a fair play are large.
Let us choose a rejection criterion $\beta=10^{-5}$, and
$E=$ experiment: $N$ throws of the die. $C_{N}$-in all throws, face up shows six dots.
Thus we have

$$
\begin{align*}
& P\left(C_{N} \mid A_{0}\right)=1, \\
& P\left(C_{N} \mid A_{1}\right)=\left(\frac{1}{6}\right)^{N} . \tag{A5}
\end{align*}
$$

Demand

$$
\begin{equation*}
P\left(A_{1} \mid C_{N}\right) \leqslant 10^{-5} . \tag{A6}
\end{equation*}
$$

Thus

$$
\left(\frac{1}{6}\right)^{N} \times 10^{3} \leqslant 10^{-5}, \quad N>10 .
$$

Thus, throw the die 11 times. If $C_{11}$ occurs, reject $A_{1}$. Hence decide the die is loaded.

## APPENDIX B: THE INPUT PARAMETER DATA FOR THE PROBLEM

This appendix includes all input parameters used in the problem design. The parameters are related to material properties, initial values, and modeling parameters.

All temperatures are given in ${ }^{\circ} \mathrm{F}$, distances in ft , conductivities in $\mathrm{Btu} / \mathrm{yr} \mathrm{ft}^{\circ} \mathrm{F}$, densities in $\mathrm{lb} / \mathrm{ft}^{3}$, heat capacities in $\mathrm{Btu} / \mathrm{lb}^{\circ} \mathrm{F}$, and geothermal flux in $\mathrm{Btu} / \mathrm{yr} \mathrm{ft}^{2}$ :

| (1) concrete conductivity | 4380, |
| :--- | :---: |
| (2) concrete density | 125, |
| (3) concrete $C_{p}$ | 0.21, |
| (4) soil conductivity | 8760, |
| (5) soil density | 120, |
| (6) soil $C_{p}$ | 0.2, |
| (7) salt density | 165, |
| (8) salt $C_{p}$ | 0.2, |
| (9) earth surface temperature | 60, |
| (10) geothermal flux | 140, |
| (11) radiative coefficient | $4.886 \times 10^{-6}$ |

(Note: Stefan-Boltzman constant is multiplied by the Radiation shape factor.)

Salt conductivity Temperature

| (12) 30900 | 32 |
| :---: | :---: |
| (13) 25400 | 122 |
| (14) 21300 | 212 |
| (15) 18200 | 302 |
| (16) 15800 | 392 |
| (17) 14000 | 482 |
| (18) 12600 | 572 |
| (19) 11700 | 662 |
| (20) 10500 | 752 |
| Initial temperature | Depth (ft) |


| (21) 60 | 0 |  |
| :---: | :---: | :---: |
| (22) 63.20 | 200 |  |
| (23) 66.39 | 400 |  |
| (24) 69.59 | 600 |  |
| (25) 72.78 | 800 |  |
| (26) 73.77 | 1000 |  |
| (27) 75.01 | 1250 |  |
| (28) 76.25 | 1500 |  |
| (29) 77.49 | 1750 |  |
| (30) 78.74 | 2000 |  |
| (31) 79.99 | 2250 |  |
| (32) 81.24 | 2500 |  |
| (33) 82.50 | 2750 |  |
| (34) 83.76 | 3000 |  |
| (35) 85.02 | 3250 |  |
| (36) 86.29 | 3500 |  |
| (37) 87.56 | 3750 |  |
| (38) 88.83 | 4000 |  |
| (39) 90.11 | 4250 |  |
| (40) 91.39 | 4500 |  |
| (41) 92.68 | 4750 |  |
| (42) 93.97 | 5000 |  |
| (43) distance between spent fuel assemblies |  | 40, |
| (44) canister radius |  | 0.6667, |
| (45) repository depth |  | 5000, |
| (46) overburden thickness |  | 800, |
| (47) room width |  | 10, |
| (48) concrete thickness |  | 8 , |
| (49) room thickness |  | 25. |
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#### Abstract

It is shown that in the Hilbert space of a quantum field theory with a nonzero mass gap there exists a dense set of vectors, each entire analytic for the energy-momentum operators, that are cyclic for the polynomial algebra $\mathscr{P}\left(\mathbb{R}^{d}\right)$ [and for the local polynomial algebras $\mathscr{P}(\mathscr{O})$, for any nonempty $\left.\mathscr{Q} \subseteq \mathbb{R}^{d}\right]$. It is proven that for every vector $\Phi$ from this dense set there exists an element $Q \in \mathscr{P}\left(\mathbb{R}^{d}\right)$ such that $Q \Phi=\Omega$, where $\Omega$ is the vacuum, and $Q \Omega=0$. A similar, stronger result is proven for free field theories (including mass zero).


PACS numbers: 11.10.Cd

## I. INTRODUCTION

As part of a program ${ }^{1}$ intending to prove, for a large class of quantum field theories, that symmetric field operators are essentially self-adjoint on their usual domain of definition and that their unique self-adjoint extensions are local, this paper proves a technical result, which we believe to be of independent interest in its own right, which is employed crucially in that endeavor. We first indicate what this technical result is and point out some of its immediate consequences. There shall surely be other applications for this result besides the one being developed in Ref. 1.

If $\mathscr{P}\left(\mathbb{R}^{\boldsymbol{d}}\right)$ denotes the polynomial algebra of smeared field operators, we shall call $P \in \mathscr{P}\left(\mathbb{R}^{d}\right)$ vacuum reducible if there exists a $Q \in \mathscr{P}\left(\mathbb{R}^{d}\right)$ such that $Q \Omega=0$ and $Q P \Omega=\Omega$, where $\Omega$ signifies the vacuum vector (assumed unique). $Q$ will be called an annihilator of $P$. We shall show that in a quantum field theory with a nonzero mass gap there are enough vacuum reducible $P \in \mathscr{P}\left(\mathbb{R}^{d}\right)$ so that the set

$$
\hat{\mathscr{C}}=\left\{P \Omega \mid P \in \mathscr{P}\left(\mathbb{R}^{d}\right) \text { is vacuum reducible }\right\}
$$

is dense in the Hilbert space $\mathscr{H}_{\mathrm{w}}$ associated with the quantum field. It then follows easily that every vector in $\hat{\mathscr{C}}$ is cyclic for $\mathscr{P}\left(\mathbb{R}^{d}\right)$ (since $\Omega$ is). Furthermore, every vector in $\hat{\mathscr{E}}$ that is an analytic vector for the energy (and we show that this subset is dense) is also cyclic for the local polynomial algebra $\mathscr{P}(\hat{O})$, for any nonempty, open $\mathscr{O} \subseteq \mathbb{R}^{d}$.

We recall that it is well known that every vector in a Hilbert space $\mathscr{H}$ carrying an irreducible $*$-algebra $\mathscr{A}$ of bounded operators is cyclic for $\mathscr{A}$. Indeed, the cyclicity of every vector for $\mathscr{A}$ is necessary and sufficient for the irreducibility of $\mathscr{A}$. The same, however, cannot be said for a *algebra $\mathscr{P}$ of unbounded operators, viewed as being defined on a common, dense, invariant, linear domain $D$. To make this clear, let us define the commutant $\mathscr{P}^{\prime}$ of the algebra $\mathscr{P}$ as all those bounded operators $B$ for which

$$
\langle\Phi, B P \Psi\rangle=\left\langle P^{*} \Phi, B \Psi\right\rangle, \quad \forall \Phi, \Psi \in D, \forall P \in \mathscr{P} .
$$

This definition provides the largest commutant $\mathscr{P}^{\prime}$ (and $\mathscr{P}^{\prime}$ is not necessarily an algebra). One has taken to calling such algebras $\mathscr{P}$ irreducible ${ }^{2-5}$ if $\mathscr{P}^{\prime}$ is composed solely of multiples of the identity operator $I$ on $\mathscr{H}$, in analogy to one of the many equivalent formulations of irreducibility for algebras of bounded operators. But, if $\mathscr{M} \subset D$ is a linear manifold that reduces $\mathscr{P}$, i.e., $\mathscr{P} \mathscr{M} \subset \mathscr{M}$, it is not true in general that
the self-adjoint projection $E_{/ "}$ onto the closure of $\mathscr{M}$ in $\mathscr{H}$ is in $\mathscr{P}^{\prime}$. Thus, even if $\mathscr{P}$ is "irreducible," there could be a proper reducing subspace for $\mathscr{P}$ in $\mathscr{H}$. Concretely, there are examples of irreducible $\mathscr{P}$ for which "many" vectors $\Phi \in D$ are not cyclic. (For further details on these matters, see Refs. 5 and 4.)

Therefore, although we are concerned here only with irreducible algebras $\mathscr{P}$, it is not a triviality in general to produce a dense set of cyclic vectors for $\mathscr{P}$, much less show they are generated by vacuum reducible operators, which is what we shall actually need in Ref. 1. This will be possible for the particular algebras handled here either because of the straightforward structure of the algebra of the canonical commutation relations in Fock space or because of the special information provided by the mathematical structure of the general theory of relativistic quantum fields. In fact, as we show in Sec. II, it is easy to demonstrate in the former case, for the examples of quantum mechanics with arbitrarily many degrees of freedom and of free (boson) quantum field theories with mass $m \geqslant 0$, that every operator in $\mathscr{P}$ is vacuum reducible. But the proof for interacting fields is not quite so simple. In Sec. III we introduce the definitions, notation, and some previously known results that we need to prove, for a real, scalar quantum field theory satisfying Wightman's axioms generalized to localizable ultradistributions and having a nonzero mass gap, that the set $\widehat{\mathscr{E}}$ defined above is dense. An exact statement of the main result is given in Theorem 4.1. The vectors of $\widehat{\mathscr{E}}$ that we explicitly construct in Sec. V are all entire analytic for the energy-momentum operator, enabling us to prove (in Sec. IV) the consequences mentioned above. The proof of Theorem 4.1 is given in Sec. V.

We comment that the requirement of a nonzero mass gap is an artifice of the proof in Sec. $V$ (it is not necessary for free fields in the proof in Sec. II) and that, although we restrict outselves to giving details only for the real scalar field, a similar argument can be applied to arbitrary spin fields.

## II. QUANTUM MECHANICS AND FREE FIELDS

The aim of this chapter is to prove the existence of a dense set $\widehat{\mathscr{C}}$ of cyclic vectors for *-algebras of unbounded operators with particularly simple algebraic relations-the polynomial algebra of position and momentum operators in
quantum mechanics with arbitrarily many degrees of freedom and the polynomial algebra of (generalized) free scalar quantum fields-by showing that each operator $P$ in these algebras is vacuum reducible, in the sense defined in the Introduction. We shall also show that Wick monomials of free scalar fields are vacuum reducible. The generalization to free quantum fields with other spins will be clear after one has seen the proof in the scalar case.

We begin with the simplest algebra-that of the polynomial algebra of the position and momentum operators for one degree of freedom. Let $A$ and $A^{+}$be the maps of $\mathscr{S}(\mathbb{R})$, the Schwartz space of tempered test functions on $\mathbb{R}$, into itself given by

$$
A=2^{-1 / 2}\left(x+\frac{d}{d x}\right), \quad A^{\dagger}=2^{-1 / 2}\left(x-\frac{d}{d x}\right)
$$

so that
$x=2^{-1 / 2}\left(A+A^{\dagger}\right)$ and $i \frac{d}{d x}=i 2^{-1 / 2}\left(A-A^{\dagger}\right)$.
They are to be understood as linear operators on the dense domain $\mathscr{S}(\mathbb{R})$ in the Hilbert space $L_{2}(\mathbb{R})$. Let
$\phi_{0}=\pi^{-1 / 4} e^{-x^{2} / 2}$ and $\phi_{n}=(n!)^{-1 / 2}\left(A^{\dagger}\right)^{n} \phi_{0}, \quad n \in \mathbb{N}$,
be the Hermite functions, which form an orthonormal basis for $L_{2}(\mathbb{R})$. One has

$$
\begin{equation*}
A A^{\dagger}-A^{\dagger} A \equiv\left[A, A^{\dagger}\right]=I \tag{2.3}
\end{equation*}
$$

on $\mathscr{P}(\mathbb{R})$, where $I$ is the identity operator on $L_{2}(\mathbb{R})$, and

$$
A^{\dagger} \phi_{n}=\sqrt{n+1} \phi_{n+1}, \quad A \phi_{n}=\sqrt{n} \phi_{n-1}, \quad n \geqslant 1, \quad \text { (2.4) }
$$

with $A \phi_{0}=0$. For obvious reasons $A$ is called the annihilation operator and $A^{+}$the creation operator. The symmetric operator $N=A^{\dagger} A$ satisfies $N \phi_{n}=n \phi_{n}$ and is essentially self-adjoint on

$$
D=\operatorname{span}\left\{\left(A^{\dagger}\right)^{n} \phi_{0}\right\}_{n \in \mathbb{N}}
$$

which is, by (2.2), dense in $L_{2}(\mathbb{R}) . \mathrm{By}(2.1), \phi_{0}$ is a cyclic vector for $\mathscr{P}$, the algebra of all polynomials with complex coefficients of the operators $x$ and $i d / d x$. It is well known that $\mathscr{P}$ is irreducible in $L_{2}(\mathbb{R})$ in the sense defined in the Introduction (see, e.g., Ref. 5). (2.1) also implies that any $P(x, i d / d x) \in \mathscr{P}$ can be written as a polynomial $Q\left(A, A^{\dagger}\right)$ in $A$ and $A^{\dagger}$, which in turn, using (2.3), can be rewritten as a sum of normalordered monomials in $A$ and $A^{\dagger}$,i.e., all creation operators in a summand stand to the left of all annihilation operators. Since $A \phi_{0}=0$, we have

$$
P\left(x, i \frac{d}{d x}\right) \phi_{0}=Q\left(A, A^{\dagger}\right) \phi_{0}=\sum_{n=0}^{d(P)} c_{n}\left(A^{\dagger}\right)^{n} \phi_{0}
$$

for some $\left\{c_{n}\right\}_{n=0}^{d(P)} \subset \mathbb{C}$, where $d(P)$ denotes the degree of $P$. Therefore, using (2.3) to commute the annihilation operators through to the vacuum $\phi_{0}$, if $m$ is the largest integer for which $c_{m} \neq 0$,

$$
A^{m} P\left(x, i \frac{d}{d x}\right) \phi_{0}=m!c_{m} \phi_{0}
$$

since

$$
A^{n}\left(A^{\dagger}\right)^{n} \phi_{0}=n!\phi_{0}
$$

and

$$
A^{n}\left(A^{\dagger}\right)^{m} \phi_{0}=0
$$

if $n>m$. Thus, we have
Proposition 2.1: Given any nonzero vector $\Phi$ in the dense set $\mathscr{P} \phi_{0}=D$, there exists a $c \in \mathbb{C}$ and an $n \in \mathbb{N}$ so that

$$
c A^{n} \Phi=c 2^{-n / 2}\left(x+\frac{d}{d x}\right)^{n} \Phi=\phi_{0} .
$$

Therefore, any such $\Phi$ is cyclic for $\mathscr{P}$ in $L_{2}(\mathbb{R})$.
It is clear how one may generalize this simple argument to any number of degrees of freedom.

We next show that such straightforward considerations yield similar results for free field theories and their Wickordered monomials. For the reader's benefit we summarize those properties of the free scalar field of mass $m \geqslant 0$ in $d$ space-time dimensions that will be of relevance. For further details see, e.g., Ref. 6. [We remark that for the special case $d=2, m=0$, one must use a smaller test function space than $\mathscr{S}\left(\mathbf{R}^{2}\right)$ —see Ref. 7-but that otherwise the arguments are the same.]

If $\mathscr{F}_{n}$ denotes the space of symmetric $L_{2}$ functions on $\mathbb{R}^{n(d-1)}$ and $\mathscr{F}_{0}=\mathbb{C}$, let

$$
\mathscr{F}=\stackrel{\infty}{n=0}_{\oplus}^{\mathscr{F}_{n}} \quad \text { and } \quad \Omega=1 \in \mathscr{F}_{0} .
$$

Let $S_{n}$ be the symmetrizing projection of $L_{2}\left(\mathbb{R}^{n(d-1)}\right)$ onto $\mathscr{F}_{n}$ and $D$ be the algebraic span in $\mathscr{F}$ of $\Omega$ and vectors of the form $f\left(x_{1}, \ldots, x_{n}\right)=S_{n}\left(f\left(x_{1}\right) \cdots f\left(x_{n}\right)\right)$. If $a^{*}(\mathbf{p})$ and $a(\mathbf{p})\left(\mathbf{p} \in \mathbb{R}^{d-1}\right)$ are the momentum space creation and annihilation "operators," and defining for any $f \in \mathscr{S}_{R}\left(\mathbb{R}^{d-1}\right)$ [real-valued functions $\mathscr{\mathscr { S }}\left(\mathbb{R}^{d-1}\right)$ ]

$$
b^{*}(f)=\int a^{*}(-\mathbf{p}) \tilde{f}(\mathbf{p}) d^{d-1} p
$$

and

$$
b(f)=\int a(\mathbf{p}) \tilde{f}(\mathbf{p}) d^{d-1} p
$$

where

$$
\tilde{f}(\mathbf{p})=(2 \pi)^{-(d-1 / 2} \int e^{-i p \cdot x} f(\mathbf{x}) d^{d-1} x
$$

we have, for any $f, g \in \mathscr{S}_{R}\left(\mathbb{R}^{d-1}\right), b^{*}(f) D \subset D$, $b(f) D \subset D$, and

$$
\begin{equation*}
\left[b(f), b^{*}(g)\right]=\langle f, g\rangle_{L_{2}\left(\mathbf{R}^{d-1}\right.} I, \quad[b(f), b(g)]=0 \tag{2.5}
\end{equation*}
$$

on $D$ ( $I$ is the identity operator on $\mathscr{F}$ ). Furthermore, for any $f \in D \cap \mathscr{F}_{n}$,

$$
\begin{align*}
& \left(b^{*}(g) f\right)\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n+1}\right) \\
& \quad=(n+1)^{1 / 2} S_{n+1}\left[g\left(\mathbf{x}_{n+1}\right) f\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)\right]  \tag{2.6a}\\
& (b(g) f)\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n-1}\right)=n^{1 / 2} \int g\left(\mathbf{x}_{n}\right) f\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right) d^{d-1} x_{n} \tag{2.6~b}
\end{align*}
$$

and

$$
b(g) \Omega=0, \quad \forall g \in \mathscr{S}_{\mathbf{R}}\left(\mathbb{R}^{d-1}\right)
$$

$D$ is thus the algebraic span of vectors $b^{*}\left(f_{1}\right) \cdots b^{*}\left(f_{n}\right) \Omega$,
$n \in \mathbb{N},\left\{f_{i}\right\}_{i=1}^{n} \subset \mathscr{S}_{R}\left(\mathbb{R}^{d}\right)$, and

$$
\begin{aligned}
& b^{*}(g): \mathscr{F}_{n} \cap D \rightarrow \mathscr{F}_{n+1} \cap D, \\
& b(g): \mathscr{F}_{n} \cap D \rightarrow \mathscr{F}_{n-1} \cap D .
\end{aligned}
$$

If $\omega=\left(-\Delta+m^{2}\right)^{1 / 2}$, where $\Delta$ is the Laplacian in $d-1$ dimensions, then the time-zero field $\varphi_{0}(x)$ and its canonical conjugate $\pi_{0}(x)$ are given by

$$
\begin{equation*}
\varphi_{0}(f)=2^{-1 / 2}\left(b^{*}\left(\omega^{-1 / 2} f\right)+b\left(\omega^{-1 / 2} f\right)\right) \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi_{0}(f)=i\left[H_{0}, \varphi_{0}(f)\right]=i 2^{-1 / 2}\left(b^{*}\left(\omega^{1 / 2} f\right)-b\left(\omega^{1 / 2} f\right)\right) \tag{2.8}
\end{equation*}
$$

for any $f \in \mathscr{S}_{R}\left(\mathbb{R}^{d-1}\right)$, where $H_{0}$ is the free Hamiltonian. The field at other times is given by

$$
\varphi(\mathbf{x}, t)=e^{i H_{0} t} \varphi_{0}(\mathbf{x}) e^{-i H_{0} t}
$$

so that

$$
\begin{align*}
\varphi(\mathbf{x}, t)= & 2^{-1 / 2}(2 \pi)^{-d / 2} \int e^{-i \mathbf{p} \cdot \mathbf{x}} \\
& \times\left(e^{i \omega(\mathbf{p}) t} a^{*}(\mathbf{p})+e^{-i \omega(\mathbf{p}) t} a(-\mathbf{p})\right) \omega(\mathbf{p})^{-1 / 2} d^{d-1} p \tag{2.9}
\end{align*}
$$

where $\omega(\mathbf{p})=\left(\mathbf{p} \cdot \mathbf{p}+m^{2}\right)^{1 / 2}$, and

$$
\begin{aligned}
\pi(\mathbf{x}, t)= & i 2^{-1 / 2}(2 \pi)^{-d / 2} \int e^{-i \mathbf{p} \cdot \mathbf{x}} \\
& \times\left(e^{i \omega(\mathbf{p} \mathbf{p} t} a^{*}(\mathbf{p})-e^{-i \omega(\mathbf{p}) t} a(-\mathbf{p})\right) \omega(\mathbf{p})^{1 / 2} d^{d-1} p
\end{aligned}
$$

We note that (2.5) and (2.6) imply

$$
\begin{equation*}
b(f)=2^{-1 / 2}\left(\varphi_{0}\left(\omega^{1 / 2} f\right)+i \pi_{0}\left(\omega^{-1 / 2} f\right)\right) \tag{2.10}
\end{equation*}
$$

so that $b(f) \in \mathscr{P}_{0}\left(\mathbb{R}^{d}\right)$, the polynomial algebra generated by $\left\{\varphi_{0}(g), \pi_{0}(g) \mid g \in \mathscr{S}_{R}\left(\mathbb{R}^{d}\right)\right\}$, i.e., the time-zero polynomial algebra of the $d$ space-time dimensional free field, which is irreducible in the sense defined in the introduction.

Let $P_{n}$ be the projection in $\mathscr{F}$ onto $\mathscr{F}_{n}$. Given any $n \in \mathbb{N},\left\{f_{i}\right\}_{i=1}^{n} \subset \mathscr{S}\left(\mathbb{R}^{d}\right)$ such that

$$
\prod_{i=1}^{n} \varphi\left(f_{i}\right) \Omega=\prod_{i=1}^{n}\left\{\int \varphi(\mathbf{x}, t) f_{i}(\mathbf{x}, t) d^{d-1} x d t\right\} \Omega \neq 0
$$

let $n \geqslant m \geqslant 0$ be the largest integer for which

$$
P_{m} \prod_{i=1}^{n} \varphi\left(f_{i}\right) \Omega \neq 0
$$

Since $D$ is dense in $\mathscr{F}$, we can find a collection $\left\{h_{i}\right\}_{i=1}^{m} \subset \mathscr{S}_{R}\left(\mathbb{R}^{d-1}\right)$ so that

$$
\begin{equation*}
\left\langle\prod_{i=1}^{m} b^{*}\left(h_{i}\right) \Omega, \prod_{i=1}^{n} \varphi\left(f_{i}\right) \Omega\right\rangle \neq 0 \tag{2.11}
\end{equation*}
$$

[recall $\mathscr{F}_{n} \perp \mathscr{F}_{m}$ for $n \neq m$, and $\Pi_{i=1}^{m} b^{*}\left(h_{i}\right) \Omega \in \mathscr{F}_{m}$ ]. We assert

$$
\begin{align*}
P_{0} & \prod_{i=m}^{1} b\left(h_{i}\right) \prod_{i=1}^{n} \varphi\left(f_{i}\right) \Omega \\
& =\prod_{i=m}^{1} b\left(h_{i}\right) \prod_{i=1}^{n} \varphi\left(f_{i}\right) \Omega \neq 0 \tag{2.12}
\end{align*}
$$

This follows since

$$
\begin{align*}
P_{0} & \prod_{i=m}^{1} b\left(h_{i}\right) \prod_{i=1}^{n} \varphi\left(f_{i}\right) \Omega \\
& =P_{0}\left[\prod_{i=m}^{1} b\left(h_{i}\right)\right]\left[\sum_{i=0}^{\infty} P_{i}\right]\left[\prod_{i=1}^{n} \varphi\left(f_{i}\right)\right] \Omega \\
& =P_{0}\left[\prod_{i=m}^{1} b\left(h_{i}\right)\right] P_{m}\left[\prod_{i=1}^{n} \varphi\left(f_{i}\right)\right] \Omega \\
& =\left[\prod_{i=m}^{1} b\left(h_{i}\right)\right] P_{m}\left[\prod_{i=1}^{n} \varphi\left(f_{i}\right)\right] \Omega \\
& =\left[\prod_{i=m}^{1} b\left(h_{i}\right)\right] \sum_{i=0}^{m} P_{i}\left[\prod_{i=1}^{n} \varphi\left(f_{i}\right)\right] \Omega \\
& =\prod_{i=1}^{m} b\left(h_{i}\right) \prod_{i=1}^{n} \varphi\left(f_{i}\right) \Omega \tag{2.13}
\end{align*}
$$

where we have used (2.5), (2.6), and (2.9), along with the fact that

$$
\sum_{i=0}^{m} P_{i}\left[\prod_{i=1}^{n} \varphi\left(f_{i}\right)\right] \Omega=\prod_{i=1}^{n} \varphi\left(f_{i}\right) \Omega
$$

(2.12) then follows from (2.13) and (2.11). Therefore, the proof of the following proposition is clear.

Proposition 2.2: Given any nonzero vector $\Phi$ of the form

$$
\begin{aligned}
& \sum_{j=1}^{l}\left(\prod_{i=1}^{n_{j}} \varphi\left(f_{i j}\right)\right) \Omega, \quad l \in \mathbb{N},\left\{n_{j}\right\}_{j=1}^{l} \subset \mathbb{N} \\
& \left\{f_{i j}\right\}_{i=1, j=1}^{n_{j}, I} \subset \mathscr{S}\left(\mathbb{R}^{d}\right)
\end{aligned}
$$

or of the form

$$
\begin{aligned}
& \sum_{j=1}^{l}\left(\prod_{i=1}^{n_{j}} \varphi_{0}^{\#}\left(f_{i j}\right)\right) \Omega, \quad l \in \mathbb{N},\left\{n_{j}\right\}_{j=1}^{l} \subset \mathbb{N} \\
& \left\{f_{i j}\right\}_{i=1, j=1}^{n_{j}^{l}} \subset \mathscr{S}\left(\mathbb{R}^{d-1}\right)
\end{aligned}
$$

where $\varphi_{0}^{\#}(f)$ can stand for either $\varphi_{0}(f)$ or $\pi_{0}(f)$, there exists an operator $Q \in \mathscr{P}{ }_{0}\left(\mathbb{R}^{d}\right)$ such that $Q \Phi=\Omega$ and $Q \Omega=0$.
Therefore, every such vector is cyclic for $\mathscr{P}_{0}\left(\mathbb{R}^{d}\right)$ in $\mathscr{F}$.
Proof: One chooses $m$ to be the largest integer such that $P_{m} \Phi \neq 0$, and argues as before.

Remark: The set of such vectors is dense in $\mathscr{F}$.
To close this section, we wish to extend this result to vectors obtained from the vacuum by products of Wick-ordered free scalar fields. Given any $n \in \mathbb{N},\left\{f_{i}\right\}_{i=1}^{n} \subset \mathscr{S}\left(\mathbb{R}^{d}\right)$, we define

$$
: \varphi\left(f_{i}\right) \cdots \varphi\left(f_{n}\right): \Omega=P_{n} \varphi\left(f_{1}\right) \cdots \varphi\left(f_{n}\right) \Omega
$$

so that

$$
\begin{aligned}
& : \varphi\left(f_{1}\right) \cdots \varphi\left(f_{n}\right): \Omega=\prod_{j=1}^{n}\left\{2^{-1 / 2}(2 \pi)^{-d / 2} \int e^{-i \mathbf{p} \cdot \mathbf{x}} e^{i \omega(\mathbf{p}) t}\right. \\
& \quad \times a^{*}\left(\mathbf{p} \mid \omega(\mathbf{p})^{-1 / 2} d^{d-1} p f_{j}(\mathbf{x}, t) d^{d-1} x d t\right\} \Omega
\end{aligned}
$$

As we have just seen, for any set $\left\{h_{i}\right\}_{i=1}^{n} \subset \mathscr{S}_{R}\left(\mathbb{R}^{d-1}\right)$ such that

$$
\left\langle\prod_{i=1}^{n} b^{*}\left(h_{i}\right) \Omega,: \prod_{i=1}^{n} \varphi\left(f_{i}\right): \Omega\right\rangle \neq 0
$$

one has

$$
\begin{align*}
& P_{0} \prod_{i=1}^{n} b\left(h_{i}\right): \prod_{i=1}^{n} \varphi\left(f_{i}\right): \Omega \\
&=\prod_{i=n}^{1} b\left(h_{i}\right): \prod_{i=1}^{n} \varphi\left(f_{i}\right): \Omega \neq 0 \tag{2.14}
\end{align*}
$$

The $n$th Wick power of $\varphi(x)$ can be defined formally by

$$
: \varphi^{n}:(x)=\lim _{x_{1}, \ldots, x_{n} \rightarrow x}: \varphi\left(x_{1}\right) \cdots \varphi\left(x_{n}\right):
$$

(see Ref. 6 for a rigorous definition) and gives a field satisfying the Wightman axioms. ${ }^{6}$ Moreover, for any $n \in \mathbb{N}, g \in \mathscr{S}\left(\mathbb{R}^{d}\right)$, there exists a sequence of vectors

$$
\left\{: \varphi\left(f_{1}^{N}\right) \cdots \varphi\left(f_{n}^{N}\right): \Omega\right\}_{N \in \mathbf{N}}
$$

converging strongly in $\mathscr{F}$ to : $\varphi^{n}:(g) \Omega$ and such that $\left\{Q: \Pi_{i=1}^{n} \varphi\left(f_{i}^{N}\right): \Omega\right\}$ is strongly Cauchy for any polynomial $Q$ in the free field (see Ref. 8). Therefore, : $\varphi^{n}:(g) \Omega$ is in the domain of the closure of $Q \mid D$, and, in particular, in the domain of the closure of [ $\left.\Pi_{i=n}^{1} b\left(h_{i}\right)\right] \upharpoonright D$, for any $n \in \mathbb{N},\left\{h_{i}\right\}_{i=1}^{n} \subset \mathscr{S}_{R}\left(\mathbb{R}^{d-1}\right)$.

There exists a set $\left\{h_{i}\right\}_{i=1}^{n} \subset \mathscr{S}_{R}\left(\mathbb{R}^{d-1}\right)$ such that

$$
\begin{equation*}
\left\langle\prod_{i=1}^{n} b^{*}\left(h_{i}\right) \Omega,: \varphi^{n}:(g) \Omega\right\rangle \neq 0 \tag{2.15}
\end{equation*}
$$

so that there exists an $N_{0} \in \mathbb{N}$ for which

$$
\begin{equation*}
\left\langle\prod_{i=1}^{n} b^{*}\left(h_{i}\right) \Omega,: \varphi\left(f_{1}^{N}\right) \cdots \varphi\left(f_{n}^{N}\right): \Omega\right\rangle \neq 0, \quad \forall N \geqslant N_{0} \tag{2.16}
\end{equation*}
$$

(2.14) then implies

$$
\prod_{i=n}^{1} b\left(h_{i}\right): \prod_{i=1}^{n} \varphi\left(f_{i}^{N}\right): \Omega=c_{N} \Omega
$$

where $c_{N}$ is equal to the scalar product in (2.16). Using the already mentioned strong convergence, it follows that

$$
\begin{equation*}
\overline{\left[\prod_{i=n}^{1} b\left(h_{i}\right)\right]}: \varphi^{n}:(g) \Omega=c_{\infty} \Omega \tag{2.17}
\end{equation*}
$$

where $c_{\infty}$ is equal to the scalar product in (2.15) and the bar above the operator in (2.17) designates the closure on the domain $D$. We have therefore proven the following result.

Proposition 2.3: Given any nonzero vector $\Phi$ of the form $: \varphi^{n}:(g) \Omega, n \in \mathbb{N}, g \in \mathscr{P}\left(\mathbb{R}^{d}\right)$, there exists a closable operator $Q \in \mathscr{P}_{0}\left(\mathbb{R}^{d}\right)$ such that $\bar{Q} \Phi=\Omega$ and $Q \Omega=0$, where $\bar{Q}=\overline{[Q \upharpoonright D]}$. Thus, every such vector is cyclic for $\overline{\mathscr{P}}_{0}\left(\mathbb{R}^{d}\right)$, in $\mathscr{F}$, where $\overline{\mathscr{P}}_{0}\left(\mathbb{R}^{d}\right)$ contains the appropriate closed operator.

Remarks: (1) By using expansion formulas in Appendix A of Ref. 8 and the arguments above, it is easy to extend Proposition 2.3 sums of products of Wick powers of free fields applied to the vacuum.
(2) All Arguments given above can be applied immediately to generalized free fields to obtain for them analogous results.

## III. BASIC ASSUMPTIONS AND NOTATION: GENERAL THEORY OF QUANTIZED FIELDS

In the preceding chapter we have shown that a few special, irreducible *-algebras of unbounded operators have a dense set of cyclic vectors and that the operators in these algebras are vacuum reducible. The proofs we have given depend on the especially straightforward algebra of the canonical commutation relations in Fock space. In the remainder of this paper we wish to prove similar results for a large
class of irreducible *-algebras of unbounded operators, arising out of relativistic quantum field theory, whose algebraic relations are far from being simple, but which have an involved and beautiful structure that we can employ to obtain the desired results. The purpose of this chapter is to establish notation and to recall those results of axiomatic quantum field theory that we shall have particular use for. We shall admit quantum fields that are more singular than the tempered distributions of the standard Wightman theory.

We recall here the axioms of a strictly localizable quantum field theory, although the arguments in Sec. V, with one exception, would apply to any scalar field theory that can be defined on a nuclear test function space containing test functions with compact support in momentum space. In that case the locality condition given below is then replaced by an appropriate generalization (see Refs. 9 and 10) and the crucial asymptotic decay property of the truncated vacuum expectation values (Theorem 3.6) is known to hold again. ${ }^{9,10}$ However, the proof of the density of the resulting vacuum reducible vectors that we give does use strict localizability; so aside from these remarks, we restrict our attention to test function spaces with a dense set of elements with compact support in configuration space, i.e., strictly localizable fields. We take the trouble to handle this problem in this generality because there are concrete field models with fields that are not tempered distributions (see Refs. 11-13) and there is reason to believe that other physically interesting models will be able to be constructed, if at all, only in this framework (see references in Refs. 12 and 10).

The most general setting for strictly localizable fields would seem to be the theory of ultradistributions (see Refs. 14 and 15), which subsumes as special cases both Jaffe spaces ${ }^{11}$ and the $S$-type spaces of Gel'fand and Shilov. ${ }^{16}$ We recall the necessary definitions and briefly indicate the salient properties. Let $\omega:[0, \infty) \rightarrow \mathbb{R}$ be a function satisfying the following conditions:
(a) $\exp \left[\omega\left(x^{2}\right)\right]$ is a real entire function on $\mathbb{R}^{d}\left(x^{2}\right.$ $\left.=\Sigma_{i=0}^{d-1} x_{i}^{2}\right)$;
(b) $\omega(x+y) \leqslant \omega(x)+\omega(y), \forall x, y \in[0, \infty)$,
(c) $\int_{0}^{\infty}\left[\omega\left(t^{2}\right) /\left(1+t^{2}\right)\right] d t<\infty$;
(d) $\omega\left(x^{2}\right) \geqslant \ln \left(1+|x|^{2}\right), \quad \forall x \in \mathbb{R}^{d}$,
(e) $2 \omega\left(x^{2}\right) \leqslant \omega\left(A x^{2}\right)+C, \forall x \in \mathbb{R}^{d}$,
for some constants $A$ and $C$. Condition (c), known as Carleman's criterion, assures that there will be sufficiently many local test functions in the space; condition (d) entails that the test functions are in $\mathscr{S}\left(\mathbb{R}^{d}\right)$, and condition (e) will give the nuclearity of the space. (This condition can be somewhat weakened-see Ref. 17). In the general theory of ultradistributions, condition (e) is omitted; we, however, shall need the nuclearity. Following Ref. 17, we call any such function $\omega$ a Jaffe indicatrix.

Given a Jaffe indicatrix $\omega$, we define $\mathscr{M}_{\omega}\left(\mathbb{R}^{d}\right)$ to be the space of all infinitely differentiable functions $f$ on $\mathbb{R}^{d}$ such that

$$
P_{\alpha, \lambda}(f) \equiv\|f\|_{\alpha, \lambda}^{!/ \mu)} \equiv \sup _{p \in \mathbb{R}^{d}}\left\{e^{\lambda\left(\omega \mid p^{2}\right)} \mid D^{\alpha} f(p) \|\right\}<\infty
$$

for each multiindex $\alpha$ and each constant $\lambda>0$. The topology in $\mathscr{M}_{\omega}$ is then defined canonically in terms of these semin-
orms. The space $\mathscr{C}_{\omega}\left(\mathbb{R}^{d}\right)$ of inverse Fourier transforms of $\mathscr{M}_{\omega}$, i.e., $\mathscr{C}_{\omega}=\mathscr{F}^{-1}\left(\mathscr{H}_{\omega}\right)$ has a canonical topology determined by the seminorms

$$
\pi_{\alpha, \lambda}(f) \equiv\|f\|_{\alpha, \lambda}^{(x)} \equiv \sup _{p \in \mathbf{R}^{d}}\left\{e^{\lambda \omega\left(p^{2}\right)} \mid D^{\alpha} \tilde{f}(p) \|\right\}
$$

where

$$
\begin{equation*}
\tilde{f}(p)=(\mathscr{F} f)(p)=(2 \pi)^{-d / 2} \int e^{-i x \cdot p} f(x) d^{d} x \tag{3.1}
\end{equation*}
$$

$\mathscr{F}: \mathscr{C}_{\omega}\left(\mathbb{R}^{d}\right) \rightarrow \mathscr{M}_{\omega}\left(\mathbb{R}^{d}\right)$ is a continuous isomorphism in these topologies. If $\mathscr{O} \subset \mathbb{R}^{d}$ is compact and $\mathscr{D}_{\omega}(\mathcal{O})$ is the set of all $L_{1}$-functions with support in $\mathscr{O}$ such that the seminorms

$$
\|f\|_{\lambda}=\int \tilde{f}(p) \mid e^{i \omega\left(p^{2}\right)} d^{d} p
$$

are finite, for every $\lambda>0$, then $\mathscr{D}_{\omega}(\mathcal{O})$ is dense in $\mathscr{D}(\mathscr{O})$ (Schwartz's test function space of $C^{\infty}$-functions with support in $\mathscr{O})$. And defining $\mathscr{D}_{\omega}\left(\mathbb{R}^{d}\right)$ as the inductive limit of $\mathscr{D}_{\omega}\left(\mathscr{O}_{n}\right), \mathscr{O}_{n} \uparrow \mathbb{R}^{d}, \mathscr{O}_{n} \subset \mathscr{O}_{n+1}, \forall n$, the same is true for $\mathscr{D}_{\omega}\left(\mathbb{R}^{d}\right) \subset \mathscr{D}\left(\mathbb{R}^{d}\right)$. These assertions follow from condition
(c). The elements of the dual space $\mathscr{D}_{\omega}^{\prime}$ of $\mathscr{D}_{\omega}$ are called ultradistributions. $\mathscr{C}_{\omega}^{\prime}$ is a space of ultradistributions and $\mathscr{M}_{\omega}^{\prime}$ is a distribution space, i.e., can be viewed as a subspace of $\mathscr{D}^{\prime} .^{18}$ We define $\mathscr{K}_{\omega}\left(\mathbb{R}^{d}\right)=\mathscr{F}^{-1}\left(\mathscr{D}_{\omega}\left(\mathbb{R}^{d}\right)\right)$.

For easy reference in this paper and in Ref. 1, we collect here some known results in a series of lemmas.

Lemma 3.1 ${ }^{14,18}$ : The spaces $\mathscr{M}_{\omega}$ and $\mathscr{C}_{\omega}$ are topological algebras under pointwise multiplication and convolution.

Lemma 3.2 ${ }^{14.18:} \mathscr{T}_{\omega}$ is dense in $\mathscr{M}_{\omega}$ and $\mathscr{C}_{\omega}$.
Lemma 3.3 ${ }^{18}$ : The translation operator $\tau_{a}, a \in \mathbb{R}^{d}$ :

$$
\left(\tau_{a} f\right)(x)=f(x-a)
$$

and the multiplication by $\exp (i x \cdot a)$ are continuous operators on $\mathscr{H}_{\omega}$ and $\mathscr{C}_{\omega}$.

Lemma 3.4 ${ }^{15,17}$. The spaces $\mathscr{M}_{\omega}, \mathscr{C}_{\omega}$, and $\mathscr{D}_{\omega}$ are nuclear.

Lemma 3.5 ${ }^{15}$ : Corresponding to every open covering in $\mathbb{R}^{d}$, there exists a partition of unity in $\mathscr{D}_{\omega}\left(\mathbb{R}^{d}\right)\left[\right.$ or $\mathscr{M}_{\omega}\left(\mathbb{R}^{d}\right)$ or $\mathscr{C}_{\omega}\left(\mathbb{R}^{d}\right)$, as the case may be].

The Wightman axioms (Hilbert space structure, covariance of the fields under the Poincaré group, the spectrum condition, and locality) can then be formulated for a general spin quantum field theory as usual (see Refs. 3 and 19), with the configuration space test functions $\mathscr{S}\left(\mathbb{R}^{d}\right)$ replaced by $\mathscr{C}_{\omega}\left(\mathbb{R}^{d}\right) .{ }^{11}$ Thus, for any vectors $\Phi, \Psi \in D_{\mathrm{w}}$, the invariant common domain of the fields $\varphi(f), f \in \mathscr{C}_{\omega}\left(\mathbb{R}^{d}\right)$, in the Hilbert space $\mathscr{H}_{\mathrm{w}}$ associated with the fields, the form $\langle\Phi, \varphi(f) \Psi\rangle$ is continuous in $f$ in the topology of $\mathscr{C}_{\omega}$, i.e., $\langle\Phi, \varphi(\cdot) \Psi\rangle \in \mathscr{C}_{\omega}\left(\mathbb{R}^{d}\right)^{\prime}$. We shall refer to this axiom as the continuity axiom or Wightman continuity. It is due to Lemma 3.2, i.e., due to the fact that in configuration space there are enough test functions of compact support, that the locality property does not need to be generalized. Jaffe (unpublished) and Constantinescu and Thalheimer ${ }^{17.18}$ (see also Refs. 9 and 10 for even smaller test function spaces) have shown that all the standard tools and results of axiomatic quantum field theory (including analytic continuation of

Wightman functions and edge-of-the-wedge theorems that we shall use many times in the following) are valid for such strictly localizable fields.

We shall denote with $\mathscr{P}\left(\mathbb{R}^{d}\right)$ the *-algebra (defined on $D_{\mathrm{w}}$ ) of polynomials generated by $\left\{\varphi(f) \mid f \in \mathscr{C}\left(\mathbb{R}^{d}\right)\right\}$ (we shall henceforth suppress the index $\omega$, since all formulations and results in the sequel will be valid for any Jaffe indicatrix), with $\mathscr{P}_{\mathrm{c}}\left(\mathbb{R}^{d}\right)$ that generated by the operators
$\left\{\varphi(f) \mid f \in \mathscr{K}\left(\mathbb{R}^{d}\right)\right\}$, and with $\mathscr{P}_{\mathrm{loc}}\left(\mathbb{R}^{d}\right)$ that generated by $\left\{\varphi(f) \mid f \in \mathscr{D}\left(\mathbb{R}^{d}\right)\right\}$. If $\mathscr{O} \subseteq \mathbb{R}^{d}, \mathscr{P}(\mathscr{O})$ will designate the *algebra of polynomials generated by $\{\varphi(f) \mid f \in \mathscr{D}(\mathcal{O})\}$. Included in the Wightman axioms is the assumption that the vacuum $\Omega$ is cyclic for $\mathscr{P}\left(\mathbb{R}^{d}\right)$ in $\mathscr{H}$ w , and because $\mathscr{K}\left(\mathbb{R}^{d}\right)$ and $\mathscr{D}\left(\mathbb{R}^{d}\right)$ are dense in $\mathscr{C}\left(\mathbb{R}^{d}\right)$ [using Lemma 3.2 and $\mathscr{F}: \mathscr{C}\left(\mathbb{R}^{d}\right) \rightarrow \mathscr{M}\left(\mathbb{R}^{d}\right)$ a continuous isomorphism], the continuity axiom implies that $\mathscr{P}_{\mathrm{c}}\left(\mathbb{R}^{d}\right) \Omega$ and $\mathscr{P}_{\mathrm{loc}}\left(\mathbb{R}^{d}\right) \Omega$ are also dense in $\mathscr{H}{ }_{\mathrm{w}}$. It is well known that the uniqueness of the vacuum, which also is assumed in the Wightman axioms, entails the irreducibility of $\mathscr{P}\left(\mathbb{R}^{d}\right)$ [thus of $\mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$ and $\left.\mathscr{P}_{\text {loc }}\left(\mathbb{R}^{d}\right)\right]$ in the sense given in the Introduction. ${ }^{3}$ We shall also be assuming below the existence of a positive mass gap, i.e., the existence of a lowest nonzero eigenvalue for the mass operator $P \cdot P=\left(P^{0}\right)^{2}-\Sigma_{k=1}^{d-1}\left(P^{k}\right)^{2}$ (where $P=\left(P^{0}, P^{1}, \ldots, P^{d-1}\right)$ is the generator of the space-time translations on $\left.\mathscr{H}_{\mathrm{w}}\right)$.

Let us recall the connection between the Wightman functions

$$
W_{n}\left(x_{1}, \ldots, x_{n}\right)=\left\langle\Omega, \varphi\left(x_{1}\right) \cdots \varphi\left(x_{n}\right) \Omega\right\rangle
$$

and the truncated vacuum expectation values (TVEV's) $W_{n}^{\mathrm{T}}\left(x_{1}, \ldots, x_{n}\right)$. The TVEV's are defined recursively by

$$
\begin{align*}
& W_{n}\left(x_{1}, \ldots, x_{n}\right) \\
& =\sum_{\text {part. }} W_{r_{1}}^{\mathrm{T}}\left(x_{\left.l_{1,1}, \ldots, x_{l_{1, r_{1}}}\right) W_{r_{2}}^{\mathrm{T}}\left(x_{l_{2,1}}, \ldots,\right.} x_{\left.l_{l_{2, r_{2}}}\right)}\right. \\
& \ldots W_{r_{s}}^{\mathrm{T}}\left(x_{l_{s, 1}}, \ldots, x_{l_{,, r s}}\right) \tag{3.2}
\end{align*}
$$

where the sum on the right-hand side runs over all partitions of the indices $1, \ldots, n$, and in each subset $1_{k, 1}, \ldots, 1_{k, r_{k}}$, the indices are taken in natural order. Since the Wightman functions and TVEV's are translation-invariant, one may define the difference value Wightman functions and TVEV's:

$$
\begin{equation*}
\mathscr{W}_{n}^{(\mathrm{T})}\left(\xi_{1}, \ldots, \xi_{n}\right) \equiv W_{n+1}^{(\mathrm{T})}\left(x_{0}, \ldots, x_{n}\right), \quad \xi_{k} \equiv x_{k-1}-x_{k} \tag{3.3}
\end{equation*}
$$

The Fourier transforms of the difference variable Wightman functions satisfy

$$
\operatorname{supp} \widetilde{\mathscr{W}}_{n}\left(q_{1}, \ldots, q_{n}\right) \subset\left\{q_{k} \in \bar{V}_{+}, k=1, \ldots, n\right\}
$$

where supp denotes support and $\bar{V}_{+}$the closure in $\mathbb{R}^{d}$ (with Minkowski metric) of $\left\{p \in \mathbb{R}^{d} \mid p \cdot p \geqslant 0\right\}$, and, since in the TVEV the vacuum contribution is symmetrically subtracted out, if there is a mass gap $m>0$,

$$
\operatorname{supp} \tilde{\mathscr{V}}_{n}^{\mathrm{T}}\left(q_{1}, \ldots, q_{n}\right) \subset\left\{q_{k} \in \bar{V}_{+}^{m}, k=1, \ldots, n\right\},{ }^{19}
$$

where $\bar{V}_{+}^{m}$ is the closure of $\left\{p \in \mathbb{R}^{d} \mid p \cdot p \geqslant m^{2}\right\}$ and

$$
\begin{align*}
\tilde{\mathscr{W}}_{n}^{(\mathrm{T})}\left(q_{1}, \ldots, q_{n}\right)= & (2 \pi)^{-n d / 2} \int \exp \left(i \sum_{k=1}^{n} p_{k} \cdot \xi_{k}\right) \\
& \times \mathscr{W}_{n}^{(\mathrm{T})}\left(\xi_{1}, \ldots, \xi_{n}\right) \prod_{i=1}^{n} d^{d} \xi_{i} \tag{3.4}
\end{align*}
$$

It might be worthwhile pointing out for later use that with our conventions (3.1), (3.3), and (3.4),

$$
\begin{align*}
& W_{n}\left(f_{1}, \ldots, f_{n}\right)=\int \tilde{\mathscr{W}}_{n-1}\left(p_{1}, \ldots, p_{n-1}\right) \\
& \quad \times \tilde{f}_{1}\left(p_{1}\right) \tilde{f}_{2}\left(p_{2}-p_{1}\right) \cdots \tilde{f}_{n}\left(-p_{n-1}\right) \prod_{i=1}^{n-1} d^{d} p_{i} \tag{3.5}
\end{align*}
$$

We shall have need below of the following theorem about the asymptotic behavior of (generalized) TVEV's on spacelike hyperplanes. Let

$$
Q_{k}(0)=\int f_{k}\left(x_{1}, \ldots, x_{n_{k}}\right) \varphi\left(x_{1}\right) \cdots \varphi\left(x_{n_{k}}\right) \prod_{j=1}^{n_{k}} d^{d} x_{j}
$$

where $f_{k} \in \mathscr{C}\left(\mathbb{R}^{d n_{k}}\right), k=1, \ldots, N$. Let $Q_{k}\left(x_{k}\right)$ be the translate of $Q_{k}(0)$, i.e.,
$Q_{k}\left(x_{k}\right)=e^{i P \cdot x_{k}} Q_{k}(0) e^{-i P \cdot x_{k}}, \quad x_{k}=\left(0, \mathbf{x}_{k}\right) \in \mathbb{R}^{d}$.
We define the generalized TVEV

$$
F(\bar{x})=\left\langle Q_{1}\left(x_{1}\right) \cdots Q_{N}\left(x_{N}\right\rangle^{T}\right.
$$

in analogy to (3.2) and let

$$
\rho=\max _{k, k^{\prime}=1, \ldots, N}\left|\mathbf{x}_{k}-\mathbf{x}_{k}\right| .
$$

Then using ideas dating back to Ruelle, ${ }^{2}$ the following theorem can be proven.

Theorem 3.6 ${ }^{9,10}$ : Let $\varphi(x)$ be a real scalar quantum field theory satisfying the axiom structure discussed above and having a nonzero mass gap. Then for any set $\left\{Q_{k}(0)\right\}_{k=1}^{N}$ defined as above, $|F(\bar{x})|$ converges to zero faster than any power of $\rho^{-1}$ as $\rho \rightarrow \infty$.

Remark: Although the proofs in Refs. 9 and 10 are carried out in detail only for the TVEV's defined in (3.2), it is easy to apply the argument to the generalized TVEV's we have defined.

## IV. THE PRIMARY RESULT AND ITS IMMEDIATE CONSEQUENCES

In this section we state the central technical result of this paper, the proof of which is presented in the following section, and demonstrate its immediate consequences. As previously mentioned, the main theorem, Theorem 4.1, will have other applications in our study of the essential selfadjointness of quantum field operators. And there will surely be other uses for the results of this section.

In the following, a "quantum field" shall be understood to mean one satisfying the axioms discussed in the previous section.

Theorem 4.1: Let $\varphi(x)$ be a real scalar quantum field with mass gap $m>0$. Then there exists a set $\mathscr{E}$ of vectors, dense in the Hilbert space $\mathscr{H}_{\text {w }}$ associated with the field, of the form

$$
\sum_{j=1}^{N}\left(\prod_{i=1}^{n_{j}} \varphi\left(f_{i j}\right)\right) \Omega
$$

$N \in \mathbb{N},\left\{n_{j}\right\}_{j=1}^{N} \subset \mathbb{N},\left\{f_{i j}\right\} \subset \mathscr{K}\left(\mathbb{R}^{d}\right)$,
such that there exists, for any such nonzero vector of this form, an $n_{j_{0}} \in \mathbb{N}$ and a set $\left\{g_{i}\right\}_{i=1}^{n} \subset \mathscr{K}\left(\mathbb{R}^{d}\right)$ so that the following equations are satisfied:
(i) $\prod_{i=1}^{n_{j_{0}}} \varphi\left(g_{i}\right) \prod_{k=1}^{n_{J_{0}}} \varphi\left(f_{k j_{0}}\right) \Omega=\Omega$,
(ii) $\varphi\left(g_{i}\right) \Omega=0, \quad i=1, \ldots, n_{j_{0}}$,
and
(iii) $\prod_{i=1}^{n_{j_{0}}} \varphi\left(g_{i}\right) \prod_{k=1}^{n_{j}} \varphi\left(f_{k j}\right) \Omega=0, \quad \forall j \neq j_{0}$.

Remarks: (1) The set $\mathscr{E}$ is defined in the next section [see, in particular, (5.15)].
(2) The $\varphi\left(g_{i}\right)$ 's clearly act in an analogous manner to the annihilation operators in Sec. II, and for this reason we have taken to calling them annihilators.
(3) Since the test functions in the definition of the vectors in $\mathscr{E}$ have Fourier transforms with compact support, $\mathscr{E}$ is a subset of all finite energy-momentum vectors in $\mathscr{H}_{\mathrm{w}}$. Therefore, vectors in $\mathscr{E}$ are entire analytic vectors for the energy-momentum operators-that is to say, given any $\Phi \in \mathscr{C}$,

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\left\|P^{n} \Phi\right\|}{n!} t^{n}<\infty \tag{4.1}
\end{equation*}
$$

for all $t \in \mathbb{C}$, where $P$ represents any of the energy-momentum operators $P^{\mu}$.

An immediate consequence of Theorem 4.1 is made clear by the following remark. Given any vector $\Phi=\Sigma_{j=1}^{N}\left[\Pi_{i=1}^{n_{j}} \varphi\left(f_{i j}\right)\right] \Omega \in \mathscr{E}$, one has

$$
\begin{equation*}
\mathscr{P}_{\mathrm{c}} \Phi \supset \mathscr{P}_{\mathrm{c}} \prod_{i=1}^{n_{J_{0}}} \varphi\left(g_{i}\right) \sum_{j=1}^{N}\left(\prod_{i=1}^{n_{j}} \varphi\left(f_{i j}\right)\right) \Omega=\mathscr{P}_{\mathrm{c}} \Omega \tag{4.2}
\end{equation*}
$$

$\left[\mathscr{P}_{\mathrm{c}}=\mathscr{P}_{\mathrm{c}}\left(\mathbb{R}^{d}\right)\right]$, which is dense in $\mathscr{H}_{\mathrm{w}}$. Therefore, we have:

Corollary 4.2: Let $\varphi(x)$ be a real scalar quantum field with mass gap $m>0$. There exists a dense set $\mathscr{E}$ of vectors, each of whose elements is cyclic for $\mathscr{P}_{\mathrm{c}}\left(\mathbb{R}^{d}\right), \mathscr{P}\left(\mathbb{R}^{d}\right)$, and $\mathscr{P}_{\text {loc }}\left(\mathbb{R}^{d}\right)$.

Proof: (4.2) yields the claim for $\mathscr{P}_{c}$, and since, by Wightman continuity,

$$
\overline{\mathscr{P}_{\mathrm{c}}\left(\mathbb{R}^{d}\right) \Phi}=\overline{\mathscr{P}\left(\mathbb{R}^{d}\right) \Phi}=\overline{\mathscr{P}_{\mathrm{loc}}\left(\mathbb{R}^{d}\right) \Phi}, \quad \forall \Phi \in D_{\mathrm{w}}
$$

(see Sec. III), the other cases follow at once.
Since, as already noted, the vectors in $\mathscr{E}$ are entire analytic for the energy, one may adapt a standard argument to obtain:

Corollary 4.3: Let $\varphi(x)$ be a real scalar quantum field with mass gap $m>0$. There exists a dense set $\mathscr{E}$ of vectors, each of whose elements is cyclic and separating for $\mathscr{P}(\mathcal{O})$, given any open $\mathscr{O} \subset \mathbb{R}^{d}$ such that $\mathscr{O}^{\prime}$, the causal complement of $\mathscr{O}$, is not empty.

Proof: As the argument for the case $\Phi=\Omega$ is well known (see Ref. 3), we shall only sketch the proof (see also Ref. 20 for the case of bounded algebras). Given such an $\mathscr{O}$ and $\Phi \in \mathscr{C}$, assume there exists a $\Psi \in \mathscr{H}$ w such that
$\langle\Psi, P \Phi\rangle=0, \quad \forall P \in \mathscr{P}(\mathscr{O})$.
Let $\mathcal{O}_{1}$ be a nonempty open subset of $\mathcal{O}$ such that $O_{1}+\mathscr{N} \subset \mathscr{O}$, where $\mathscr{N}$ is a neighborhood of the origin in $\mathbb{R}^{d}$. Then we have (we continue to suppress $\omega$ )

$$
\begin{align*}
& \left\langle\Psi, \prod_{j=1}^{n} e^{i a_{j} P} \varphi\left(h_{j}\right) e^{-i a_{j} P} \boldsymbol{\Phi}\right\rangle=0, \\
& \forall\left\{h_{j}\right\}_{j=1}^{n} \subset \mathscr{D}\left(\mathcal{O}_{1}\right), \quad \forall\left\{a_{j}\right\}_{j=1}^{n} \subset \mathscr{N} . \tag{4.3}
\end{align*}
$$

Since $\Phi$ is entire analytic for $P^{\mu}, \mu=0, \ldots, \mathrm{~d}-1$, we may employ the spectrum condition to analytically continue (4.3) to

$$
\begin{equation*}
\left\langle\Psi, \prod_{j=1}^{n} e^{i z_{j} P} \varphi\left(h_{j}\right) e^{-i z_{j} P} \Phi\right\rangle \tag{4.4}
\end{equation*}
$$

where $z_{j}=a_{j}+i b_{j},\left\{a_{j}\right\}_{j=1}^{n} \subset \mathscr{N}, b_{1} \in \bar{V}_{+}$,
$b_{j+1}-b_{j} \in \bar{V}_{+}, j=1, \ldots, n$. There is no further restriction on $b_{n}$ since $\Phi$ is an entire vector. But the analytic function (4.4) coincides in the specified domain of analyticity with the analytic function

$$
\left\langle\Psi, \prod_{j=1}^{n} e^{i z_{j} P} \varphi\left(h_{j}\right) e^{-i z_{j} P} \Phi\right\rangle
$$

with domain $z_{j}=c_{j}+i b_{j},\left\{c_{j}\right\}_{j=1}^{n} \subset \mathbb{R}, b_{1} \in \bar{V}_{+}$, $b_{j+1}-b_{j} \in \bar{V}_{+}, j=1, \ldots, n$. Since (4.4) vanishes in an open real neighborhood [by (4.3)], one may then conclude that

$$
\begin{aligned}
& \left\langle\Psi, \prod_{j=1}^{n} e^{i b_{j} P} \varphi\left(h_{j}\right) e^{-i b_{j} P} \Phi\right\rangle=0, \\
& \forall\left\{h_{j}\right\}_{j=1}^{n} \subset \mathscr{D}\left(\mathscr{O}_{1}\right), \quad \forall\left\{b_{j}\right\}_{j=1}^{n} \subset \mathbb{R},
\end{aligned}
$$

using the edge-of-the-wedge theorem in the form of Theorem 2.17 in Ref. 3. (For confirmation that the edge-of-the-wedge theorem holds also for ultradistributions, see Ref. 17, which uses Lemmas 3.2 and 3.4). Thus, if $\left\{\mathcal{O}_{n}\right\}$ is a countable covering of $\mathbb{R}^{d}$ composed of translates of $\mathcal{O}_{1}$,

$$
\begin{equation*}
\left\langle\Psi, \sum_{i=1}^{k} P_{n_{i}} \Phi\right\rangle=0, \quad \forall\left\{n_{i}\right\}_{i=1}^{n} \subset \mathbb{N}, \quad \forall P_{n_{i}} \in \mathscr{P}\left(\mathcal{O}_{n_{i}}\right) \tag{4.5}
\end{equation*}
$$

Since there is a partition of unity in $\mathscr{C}\left(\mathbb{R}^{d}\right)$ (Lemma 3.5) corresponding to each open covering $\mathbb{R}^{d}$, there exists a sequence $\left\{\chi_{n}\right\}_{n=1}^{\infty} \subset \mathscr{C}\left(\mathbb{R}^{d}\right)$ such that $\chi_{n} \in \mathscr{D}\left(\mathscr{O}_{n}\right)$, for each $n$, and $\Sigma_{n=1}^{\infty} \chi_{n} f=f$, given any $f \in \mathscr{C}\left(\mathbb{R}^{d}\right)$, where the convergence is in the topology of $\mathscr{C}\left(\mathbb{R}^{d}\right)$ (by Lemma 3.1,
$\left.\chi_{n} f \in \mathscr{C}\left(\mathbb{R}^{d}\right), \forall n\right)$. Thus, by the linearity of $\varphi(f)$ on $\mathscr{C}\left(\mathbb{R}^{d}\right)$ and the strong continuity of $\Pi_{i=1}^{k} \varphi\left(f_{i}\right) \Phi$ in the topology of $\mathscr{C}\left(\mathbf{R}^{d}\right)$ (follows from Wightman continuity), (4.5) entails that

$$
\langle\Psi, P \Phi\rangle=0, \quad \forall P \in \mathscr{P}\left(\mathbb{R}^{d}\right)
$$

which, with Corollary 4.2, completes the sketch of the proof.

We note here that the same arguments may be applied to those cyclic vectors constructed in Sec. II for the free field that are entire analytic for the energy-momentum operators, to conclude that they are cyclic for the local polynomial algebras, as well.

## V. VACUUM REDUCIBLE OPERATORS IN QUANTUM FIELD THEORIES WITH MASS GAP

The object of this chapter is to prove Theorem 4.1. It will be clear from the proof that we do not demonstrate the strongest possible result, even using only the relatively crude methods we have employed here. But it is not obvious that one would not already have passed the point of diminishing returns by squeezing out a few more operators with annihilators. Nevertheless, it would be an interesting extension to show Theorem 4.1 to be true for all $P \in \mathscr{P}_{c}\left(\mathbb{R}^{d}\right)$ (we have results to this effect in the weak-coupling limit, and, as already seen, it is true for free field theories)-but see Ref. 21.

We must begin by defining the special classes of test functions with which we shall be working. Let

$$
\mathscr{A}_{\mathbf{1}}\left(\mathbb{R}^{d}\right)=\left\{f \in \mathscr{K}\left(\mathbb{R}^{d}\right) \mid \tilde{f}(p)=0 \Leftrightarrow \tilde{f}(-p)=0\right\}
$$

(we continue to suppress the Jaffe indicatrix $\omega$ ), and

$$
\mathscr{A}_{2}\left(\mathbb{R}^{d}\right)=\left\{f \in \mathscr{A}_{1}\left(\mathbb{R}^{d}\right) \mid\left(I-P_{\Omega}\right) \varphi(f) \Omega \neq 0\right\}
$$

where $P_{\Omega}$ is the projection in $\mathscr{H}$ w onto the one-dimensional subspace spanned by $\Omega$, and $\varphi(x)$ is a real scalar quantum field. Let $T_{r}=\left\{p \in \mathbb{R}^{d} \mid 0 \leqslant p^{0} \leqslant r\right\}\left[p=\left(p^{0}, p^{1}, \ldots, p^{d-1}\right)\right]$ and, for any $f \in \mathscr{K}\left(\mathbb{R}^{d}\right)$,

$$
r_{f}=\inf \left\{r \mid \operatorname{supp} \tilde{f} \cap \bar{V}_{+} \subset T_{r}\right\}
$$

Given any $f \in \mathscr{A}_{2}\left(\mathbb{R}^{d}\right)$, let $\theta_{f}(x)$ be any element of $\mathscr{A}_{1}\left(\mathbb{R}^{d}\right)$ whose Fourier transform $\tilde{\theta}_{f}(p)$ satisfies

$$
\begin{aligned}
\operatorname{supp} \tilde{\theta}_{f}(p)= & \left\{p \in \mathbb{R}^{d} \mid-r_{f}\right. \\
& \left.\leqslant p^{\mu} \leqslant r_{f}, \mu=0, \ldots, d-1\right\} \backslash(\operatorname{supp} \tilde{f})^{0},
\end{aligned}
$$

where a set with a superscript 0 signifies its interior. Then for any $f \in \mathscr{A}_{2}\left(\mathbb{R}^{d}\right)$ and for any $\epsilon \geqslant 0$,

$$
\left\|\varphi\left(f+\epsilon \theta_{f}\right) \Omega\right\|^{2}=\|\varphi(f) \Omega\|^{2}+\epsilon^{2}\left\|\varphi\left(\theta_{f}\right) \Omega\right\|^{2}>0
$$

and

$$
\begin{aligned}
& \left\|\left(I-P_{\Omega}\right) \varphi\left(f+\epsilon \theta_{f}\right) \Omega\right\|^{2} \\
& \quad=\left\|\left(I-P_{\Omega}\right) \varphi(f) \Omega\right\|^{2}+\epsilon^{2}\left\|\left(I-P_{\Omega}\right) \varphi\left(\theta_{f}\right) \Omega\right\|^{2}>0
\end{aligned}
$$

as is easily seen, since $\left(\operatorname{supp} \tilde{\theta}_{f}\right)^{0} \cap(\operatorname{supp} \tilde{f})^{0}=\varnothing$. Furthermore,

$$
\tilde{f}(p)+\epsilon \tilde{\theta}_{f}(p)=0 \Leftrightarrow \tilde{f}(-p)+\epsilon \tilde{\theta}_{f}(-p)=0
$$

We define now the set

$$
\begin{aligned}
\mathscr{B}\left(\mathbb{R}^{d}\right)= & \left\{h(x) \in \mathscr{K}\left(\mathbb{R}^{d}\right) \mid h(x)=f(x)+\epsilon \theta_{f}(x),\right. \\
& \left.f \in \mathscr{A}_{2}\left(\mathbb{R}^{d}\right), \epsilon>0, \theta_{f} \text { defined as above }\right\} .
\end{aligned}
$$

One notes at once that every element of $\mathscr{A}_{2}\left(\mathbb{R}^{d}\right)$ can be arbitrarily well approximated [in the topology of $\mathscr{C}\left(\mathbb{R}^{d}\right)$ ] by functions in $\mathscr{B}\left(\mathbf{R}^{d}\right)$.

The first step in the proof of Theorem 4.1 is to verify that it holds for vectors of the form $\varphi(f) \Omega$, with $f \in \mathscr{B}\left(\mathbb{R}^{d}\right)$.

Lemma 5.1: Let $\varphi(x)$ be a real scalar quantum field with mass gap $m \geqslant 0$. Given any $f \in \mathscr{B}\left(\mathbb{R}^{d}\right)$, there exists a family $\left\{g_{\delta}\right\}_{\delta \in(0, m)} \subset \mathscr{K}\left(\mathbb{R}^{d}\right)$ such that
(i) $\varphi\left(g_{\delta}\right) \varphi(f) \Omega=\Omega$
and
(ii) $\varphi\left(g_{\delta}\right) \Omega=0$,
for each $\delta \in(0, m)$.

Proof: The hypothesis entails that $(\operatorname{supp} \tilde{f})^{\circ}$
$\cap \operatorname{supp} \widetilde{\mathscr{W}}_{1} \cap \overline{V_{+}^{m}} \neq \varnothing$, since supp $\tilde{\mathscr{W}}_{1} \subseteq\{0\} \cup \overline{V_{+}^{m}}$ and

$$
\begin{aligned}
0 & <\left\|\left(I-P_{\Omega}\right) \varphi(f) \Omega\right\|^{2} \\
& =\left\langle\Omega, \varphi\left(f^{*}\right) \varphi(f) \Omega\right\rangle-|\langle\Omega, \varphi(f) \Omega\rangle|^{2} \\
& =\left\langle\Omega, \varphi\left(f^{*}\right) \varphi(f) \Omega\right\rangle^{T} \\
& =\int_{p^{2}>m^{2}} \tilde{\mathscr{W}}_{1}^{\mathrm{T}}(p) \mid \tilde{f}(-p) \|^{2} d p,
\end{aligned}
$$

using (3.2) and the support properties of $\widetilde{\mathscr{W}}_{1}^{\mathrm{T}}(p)$ mentioned in Sec. III. The fact that $\tilde{f}(p)=0$ if and only if $\tilde{f}(-p)=0$, $\forall f \in \mathscr{B}\left(\mathbb{R}^{d}\right)$, completes the proof of the assertion.

$$
\begin{align*}
& \text { Let } \\
& \mu \in \partial(\operatorname{supp} \tilde{f}) \cap \partial T_{r_{f}} \cap \operatorname{supp} \widetilde{\mathscr{W}}_{1} \tag{5.1}
\end{align*}
$$

where $\partial$ applied to a set denotes its boundary. This intersection is nonempty, since $\widetilde{\mathscr{W}}_{1}(p)$ is a Lorentz-invariant distribution and because $(\operatorname{supp} \tilde{f})^{0} \cap \operatorname{supp} \widetilde{\mathscr{W}}_{1} \cap \overline{V_{+}^{m}} \neq \varnothing$, $\forall f \in \mathscr{B}\left(\mathbb{R}^{d}\right)$. The rather curious set $\mathscr{B}\left(\mathbb{R}^{d}\right)$ was chosen expressly so that one could be assured of finding such a $\mu$ for each $f \in \mathscr{B}\left(\mathbb{R}^{d}\right)$ (but see the remark following this proof). Of course, for such functions one can find in general many such $\mu$, but for our purposes it does not matter which one one chooses. We henceforth presume that such a $\mu$ has been chosen for each $f \in \mathscr{B}\left(\mathbb{R}^{d}\right)$.

Choose a $\delta \in(0, m)$ and define $g_{\delta, \mu} \in \mathscr{K}\left(\mathbb{R}^{d}\right)$ by its Fourier transform:

$$
\tilde{g}_{\delta, \mu}(p)=\chi_{\delta, \mu}(p) \tilde{f}(-p)^{*}
$$

where $1 \geqslant \chi_{\delta, \mu}(p) \geqslant 0$ is a $C^{\infty}$-function that vanishes outside of $B_{\delta}(\mu)=\left\{p \in \mathbb{R}^{d}| | p-\mu \mid \leqslant \delta\right\}$. We have then (suppressing the subscript $\mu$ ),

$$
\left\|\varphi\left(g_{\delta}\right) \Omega\right\|^{2}=\int \tilde{\mathscr{W}}_{1}(p)\left(g_{\delta}^{*}\right) \tilde{q}_{(p)} \tilde{g}_{\delta}(-p) d p=0
$$

since supp $\widetilde{\mathscr{V}}_{1} \subset \bar{V}_{+}$. Thus,

$$
\begin{equation*}
\varphi\left(g_{\delta}\right) \Omega=0 \tag{5.2}
\end{equation*}
$$

for any $\delta \in(0, m)$. In addition,

$$
\begin{aligned}
W_{2}\left(g_{\delta}, f\right) & =\int \widetilde{\mathscr{W}}_{1}(p) \tilde{g}_{\delta}(p) \tilde{f}(-p) d p \\
& =\int \widetilde{\mathscr{W}}_{1}(p) \chi_{\delta, \mu}(p)|\tilde{f}(-p)|^{2} d p>0
\end{aligned}
$$

since $\widetilde{\mathscr{V}}_{1}(p) \geqslant 0$ and $\mu$ satisfies (5.1). We may then normalize $g_{\delta}$ by multiplying by a positive constant, which, of course, depends on $\delta$, so that, retaining the symbol $g_{\delta}$ for the normalized function,

$$
\begin{equation*}
W_{2}\left(g_{\delta}, f\right)=\left\langle\Omega, \varphi\left(g_{\delta}\right) \varphi(f) \Omega\right\rangle=1 \tag{5.3}
\end{equation*}
$$

Defining
$F(p, q)=\tilde{g}(q-p) \tilde{f}(-q)=\chi_{\delta, \mu}(q-p) \tilde{f}(p-q)^{*} \tilde{f}(-q)$,
we note that for any $q \in \overline{\boldsymbol{V}}_{+}$,

$$
\begin{equation*}
\left(\operatorname{supp}_{\mathrm{p}} \mathrm{~F}(\mathrm{p}, \mathrm{q})\right) \cap \overline{V_{+}^{m}}=\phi \tag{5.4}
\end{equation*}
$$

by construction. Let $\left\{h_{i}\right\}_{i=1}^{n} \subset \mathscr{C}\left(\mathbb{R}^{d}\right)$. Equation (3.2) tells us that
$W_{n+2}\left(h_{1}, \ldots, h_{n}, g, f\right)=\sum_{\text {part. }} W_{r_{1}}^{\mathrm{T}}(\cdots) W_{r_{2}}^{\mathrm{T}}(\cdots) \ldots W_{r_{s}}^{\mathbf{T}}(\cdots)$,
where the sum is over partitions of $\left\{h_{1}, \ldots, h_{n}, g, f\right\}$, and in each term of the sum, the arguments of the TVEV's are the functions in the suitable elements of the given partition, ordered naturally. But (5.2) and (5.4) entail that the only nonzero terms in this sum are subpartitions of the partition $\left\{h_{1}, \ldots, h_{n}\right\}\{g, f\}$, and by (3.2) this resulting sum is equal to

$$
\begin{equation*}
W_{n}\left(h_{1}, \ldots h_{n}\right) W_{2}(g, f)=W_{n}\left(h_{1}, \ldots, h_{n}\right), \tag{5.5}
\end{equation*}
$$

using (5.3). Therefore, given any $\Phi=\prod_{i=1}^{n} \varphi\left(h_{i}\right) \Omega$,
$\left\{h_{i}\right\}_{i=1}^{n} \subset \mathscr{C}\left(\mathbb{R}^{d}\right)$, we have
$\langle\Phi,[\varphi(g) \varphi(f)-I] \Omega\rangle$

$$
\begin{aligned}
& =\langle\Phi, \varphi(g) \varphi(f) \Omega\rangle-\langle\Phi, \Omega\rangle \\
& =W_{n+2}\left(h_{n}^{*}, \ldots, h_{1}^{*}, g, f\right)-W_{n}\left(h_{n}^{*}, \ldots, h_{1}^{*}\right)=0
\end{aligned}
$$

by (5.5). Since such vectors are total in $\mathscr{H}_{\mathrm{w}}$,

$$
\begin{equation*}
\varphi\left(g_{\delta, \mu}\right) \varphi(f) \Omega=\Omega \tag{5.6}
\end{equation*}
$$

for all $g_{\delta, \mu}$ as constructed.
Remark: The freedom of choosing any $\delta \in(0, m)$ will be important below.

Remark 5.2: In Lemma 5.1 we have restricted our attention to test functions $f \in \mathscr{B}\left(\mathbb{R}^{d}\right)$ for pedagogical reasons. We wish to point out that, in this special case of one field operator on the vacuum, more general test functions may be admitted. If for example, $f \in \mathscr{K}_{R}\left(\mathbb{R}^{d}\right)$ such that $\left(I-P_{\Omega}\right) \phi(f) \Omega \neq 0$, then $\tilde{f}(p)=0$ if and only if $\tilde{f}(-p)=0$ and, as before, $(\operatorname{supp} \tilde{f})^{0} \cap \operatorname{supp} \tilde{\mathscr{W}}_{1} \cap \overline{V_{+}^{m}} \neq \varnothing$. However, the supports of $\tilde{f}$ and $\widetilde{\mathscr{W}}_{1}$ can be such that the intersection in (5.1) is empty. In that case, since $\varphi(h) \Omega=0$ for any test function $h$ such that $\operatorname{supp} \tilde{h}(-p) \cap \overline{V_{+}^{m}}=\varnothing$, one can find a test function $h \in \mathscr{K}\left(\mathbb{R}^{d}\right)$ such that $\tilde{h}(p)$ vanishes for all $p \in \mathbb{R}^{d}$ for which $p^{0} \leqslant 0$ [so that $\varphi(h) \Omega=0$ ] and $r_{f+h}$ is such that

$$
\partial(\operatorname{supp}(\tilde{f}+\tilde{h})) \cap \partial T_{r_{f+h}} \cap \operatorname{supp} \widetilde{\mathscr{W}}_{1} \neq \varnothing
$$

Then one may carry through the construction for the test function $f+h$ to find a $g \in \mathscr{K}\left(\mathbb{R}^{d}\right)$ such that $\varphi(g) \Omega=0$ and

$$
\Omega=\varphi(g) \varphi(f+h) \Omega=\varphi(g) \varphi(f) \Omega
$$

This argument is limited to only one field operator on the vacuum, and we are interested in finding a dense subset of $\mathscr{C}\left(\mathbb{R}^{d}\right)$ for which the construction may be pushed through for arbitrarily many field operators on the vacuum. Hence the choice of $\mathscr{B}\left(\mathbb{R}^{d}\right)$.

Let now $\left\{f_{i}\right\}_{i=1}^{n} \subset \mathscr{B}\left(\mathbf{R}^{d}\right)$ and define the corresponding $g_{i}$ 's as in the proof above. We shall need to show that, for suitably many $f_{i} \in \mathscr{B}\left(\mathbb{R}^{d}\right)$, the vector
$\Pi_{i=1}^{n} \varphi\left(g_{i}\right) \Pi_{i=1}^{n} \varphi\left(f_{i}\right) \Omega$ is nonzero. Given any $f \in \mathscr{K}\left(\mathbb{R}^{d}\right)$, we define, for any $t \in \mathbb{C}, f_{t}(x) \in \mathscr{K}\left(\mathbb{R}^{d}\right)$ as the function with Fourier transform

$$
\tilde{f}_{t}(p)=e^{i t p} \tilde{f}(p)
$$

where $p=\left(p^{0}, p^{1}, \ldots, p^{d-1}\right)$. We first note the following obvious fact.

Lemma 5.3: Let $n \in \mathbb{N},\left\{f_{i}\right\}_{i=1}^{n} \subset \mathscr{K}\left(\mathbb{R}^{d}\right)$, and $\left\{t_{i}\right\}_{i=1}^{n} \subset \mathscr{C}$ be arbitrary. Then

$$
\left\langle\Omega, \prod_{i=1}^{n} \varphi\left(f_{i, t_{i}}\right) \Omega\right\rangle=W_{n}\left(f_{1, t_{1}}, \ldots, f_{n, t_{n}}\right)
$$

is entire analytic in $\left(t_{1}, \ldots, t_{n}\right) \in \mathbb{C}^{n}$.
Proof: Obvious, due to the compact support of $\tilde{f}_{i}, i=1, \ldots, n$.

Corollary 5.4: For $n \in \mathbb{N},\left\{f_{i}\right\}_{i=1}^{n} \subset \mathscr{B}\left(\mathbb{R}^{d}\right)$ arbitrary and $\left\{g_{i}\right\}_{i=1}^{n} \subset \mathscr{K}\left(\mathbb{R}^{d}\right)$ as specified above, the set of all $\left(t_{1}, \ldots, t_{n-1}\right) \in \mathbb{R}^{n-1}$ such that

$$
\prod_{i=1}^{n} \varphi\left(g_{i, t_{i}}\right) \prod_{i=1}^{n} \varphi\left(f_{i, t_{i}}\right) \Omega=0 \quad\left(t_{n}=0\right)
$$

is nowhere dense in $\mathbb{R}^{n-1}$.
Remarks: (1) If $f \in \mathscr{B}\left(\mathbb{R}^{d}\right)$, then so is $f_{t}, \forall t \in \mathbb{C}$. (2) $\mathbf{A}$ choice of $\delta_{i} \in(0, m), i=1, \ldots, n$, is tacitly assumed. The result holds for each such choice.

Proof: By Lemma 5.3,

$$
\begin{align*}
& \|\left.\prod_{i=1}^{n} \varphi\left(q_{i, t_{i}}\right) \prod_{i=1}^{n} \varphi\left(f_{i, t_{i}}\right) \Omega\right|^{2} \\
& \quad=W_{4 n}\left(\left(f_{n}^{*}\right)_{t_{n}},\left(f_{n-1}^{*}\right)_{t_{n-1}}, \ldots,\left(g_{1}^{*}\right)_{t_{1}}, g_{1, t_{1}}, \ldots, f_{n, t_{n}}\right) \tag{5.7}
\end{align*}
$$

is entire analytic in $\left(t_{1}, \ldots, t_{n}\right) \in \mathbb{C}^{n}$. By Theorem 3.6 and (3.2), after taking the limits $t_{i} \rightarrow \infty, i=1, \ldots, n-1$, one by one, (5.7) becomes

$$
\prod_{i=1}^{n} W_{4}\left(f_{i}^{*}, g_{i}^{*}, g_{i}, f_{i}\right)=\prod_{i=1}^{n}\left\|\varphi\left(g_{i}\right) \varphi\left(f_{i}\right) \Omega\right\|^{2}=1
$$

using Lemma 5.1 in the second equality. Therefore, given any open set $\mathscr{U} \subset \mathbb{R}^{n-1},(5.7)$ cannot vanish for all $\left(t_{1}, \ldots, t_{n-1}\right) \in \mathscr{U}$. Indeed, since (5.7) is continuous in $t_{i}, \forall \mathrm{i}$, it cannot vanish for all $\left(t_{1}, \ldots, t_{n-1}\right)$ in a set dense in $\mathscr{U}$. Thus, the conclusion of the corollary follows. In fact, using Theorem 24 in Ref. 22, i.e., since locally the zeros of an analytic function of $n$ variables form finitely many $n-1$ (complex)-dimensional manifolds, one can show that the mentioned set has Lebesgue measure zero in $\mathbf{R}^{n-1}$.

To proceed further, we prove a straightforward result relying on the support properties of the functions
$\left\{f_{i}\right\}_{i=1}^{n} \subset \mathscr{B}\left(\mathbb{R}^{d}\right)$ and of the corresponding functions $\left\{g_{i}\right\}_{i=1}^{n}$ constructed according to the proof of Lemma 5.1. For such functions, let $e_{i}=g_{i}, i=1, \ldots, n$, and $\mathrm{e}_{i}=\mathrm{f}_{i-\mathrm{n}}, i=n+1, \ldots, 2 n$, and denote by $\Pi(2 n)$ the set of all partitions of the set $\{1, \ldots, 2 n\}$ (which we identify with any ordered set of $2 n$ elements).

Lemma 5.5: Let $\pi \in \Pi(2 n)$ and $\sigma=\left\{i_{1}, \ldots, i_{l}\right\} \in \pi$. If

$$
\sum_{i=o n\{1, \ldots, n\}}\left(r_{i}-\delta_{i}\right)>\sum_{i+n \in o n\{n+1, \ldots, 2 n\}} r_{i},
$$

where $r_{i}=r_{f}, i=1, \ldots, n$, then $\Phi=\Pi_{j=1}^{\prime} \varphi\left(e_{i j}\right) \Omega=0$.
Proof: For all $p_{i} \in \bar{V}_{+}, i=0, \ldots, s-1$, the product

$$
\begin{aligned}
& \tilde{e}_{j_{1}}\left(p_{1}-p_{0}\right) \tilde{e}_{j_{2}}\left(p_{2}-p_{1}\right) \cdots \tilde{e}_{j_{s}}\left(-p_{s-1}\right), \\
& j_{1}, \ldots, j_{s} \in\{n+1, \ldots, 2 n\}
\end{aligned}
$$

vanishes if

$$
\begin{equation*}
p_{0}^{0}>\sum_{n=1}^{s} r_{j_{n}} \tag{5.8}
\end{equation*}
$$

as may easily be seen. And for $p_{0}, \ldots, p_{k} \in \bar{V}_{+}$, the product

$$
\tilde{e}_{j_{1}}\left(p_{1}-p_{0}\right) \tilde{e}_{j_{2}}\left(p_{2}-p_{1}\right) \cdots \tilde{e}_{j_{k}}\left(p_{k}-p_{k-1}\right)
$$

$$
j_{1}, \ldots, j_{k} \in\{1, \ldots, n\}
$$

vanishes if

$$
\begin{equation*}
p_{k}^{0}<\sum_{n=1}^{k}\left(r_{j_{n}}-\delta_{j_{n}}\right) \tag{5.9}
\end{equation*}
$$

by definition of the functions $g_{i}$. Thus, for any $p_{1}, \ldots, p_{l-1} \in \bar{V}_{+}$,
$\left(\operatorname{supp}_{p_{0}} \tilde{e}_{i_{1}}\left(p_{1}-p_{0}\right) \tilde{e}_{i_{2}}\left(p_{2}-p_{1}\right) \cdots \tilde{e}_{i_{1}}\left(-p_{l-1}\right)\right) \cap \bar{V}_{+}=\varnothing$,
given the hypothesis of the lemma. This implies, however [see (3.5)], by the support properties of the Fourier transforms of the difference-variable Wightman functions, that the inner product of $\Phi$ with any vector in $\mathscr{P}\left(\mathbb{R}^{d}\right) \Omega$ vanishes. In particular, $\|\Phi\|^{2}=0$.

Corollary 5.6: Let $\varphi(x)$ be a real scalar quantum field with mass gap $m>0$. If $n \in \mathbb{N}$ and $\left\{f_{i}\right\}_{i=1}^{n} \subset \mathscr{A}_{1}\left(\mathbb{R}^{d}\right)$ are arbitrary, let $\rho=\sum_{i=1}^{n} r_{f_{i}}$. Let further $\left\{h_{i}\right\}_{i=1}^{k} \subset \mathscr{A}_{2}\left(\mathbb{R}^{d}\right)$ by any set satisfying $\Sigma_{i=1}^{k} r_{h_{i}}>\rho+\Delta, \Delta>0$. Then if $\left\{g_{i}\right\}_{i=1}^{k}$ is any set of annihilators for $\left\{h_{i}\right\}_{i=1}^{k}$, as constructed in Lemma 5.1, satisfying the additional constraint $\sum_{i=1}^{k} \delta_{i}<\Delta$, we have

$$
\prod_{i=1}^{k} \varphi\left(g_{i}\right) \prod_{j=1}^{n} \varphi\left(f_{j}\right) \Omega=0
$$

Proof: The argument proceeds as in the proof of Lemma 5.5.

Remark: We have employed our freedom to choose $\delta_{i} \in(0, m), i=1, \ldots, k$, such that the additional constraint $\Sigma_{i=1}^{k} \delta_{i}<\Delta$, for any given $\Delta>0$, may be satisfied.

Proposition 5.7: Let $\varphi(x)$ be a real scalar quantum field with mass gap $m>0$. Let $0<\Delta<m$ and $n \in \mathbb{N}$ be arbitrary and $\left\{f_{i}\right\}_{i=1}^{n} \subset \mathscr{B}\left(\mathbb{R}^{d}\right)$ such that, with $g_{i}, i=1, \ldots, n$, as constructed in Lemma 5.1 under the additional constraint that $\sum_{i=1}^{n} \delta_{i}<\Delta$,
(i) $\prod_{i=1}^{n} \varphi\left(\mathrm{~g}_{i}\right) \prod_{i=1}^{n} \varphi\left(\mathbf{f}_{i}\right) \Omega \neq 0 ;$
then there exists a set $\left\{\hat{g}_{i}\right\}_{i=1}^{n} \subset \mathscr{K}\left(\mathbb{R}^{d}\right)$ such that
(ii) $\prod_{i=1}^{n} \varphi\left(\hat{g}_{i}\right) \prod_{i=1}^{n} \varphi\left(f_{i}\right) \Omega=\Omega$,
(iii) $\varphi\left(\hat{g}_{i}\right) \Omega=0, \quad i=1, \ldots, n$,
and
(iv) $\prod_{i=1}^{n} \varphi\left(\hat{\mathrm{~g}}_{i}\right) \prod_{i \in \mathcal{N}} \varphi\left(f_{i}\right) \Omega=0, \quad \forall \mathscr{N} \neq\{1, \ldots, n\}$.

Remark: Here we have again used our freedom of choice of $\delta_{i} \in(0, m)$ that the construction in Lemma 5.1 allows us, in order to satisfy the additional constraint, for fixed $n \in \mathbb{N}$. Thus, the annihilator $g_{j}$ for the element $f_{j}$ in the set $\left\{f_{i}\right\}_{i=1}^{n} \subset \mathscr{B}\left(\mathbb{R}^{d}\right)$ depends on $n$, as well as on $f_{j}$.

Proof: $\left\{\hat{g}_{i}\right\}_{i=1}^{n}$ is simply chosen to be $\left\{c_{i} g_{i}\right\}_{i=1}^{n}$, with $\left\{c_{i}\right\}_{i=1}^{n} \subset \mathbb{C}$ selected so that

$$
\begin{equation*}
\left\|\prod_{i=1}^{n} \varphi\left(\hat{g}_{i}\right) \prod_{i=1}^{n} \varphi\left(f_{i}\right) \Omega\right\|=1 \tag{5.10}
\end{equation*}
$$

which, by (i), is possible. Then (iii) follows from Eq. (5.2). We next verify (ii).

If there exists a $\sigma_{k_{0}} \in \pi \in \Pi(2 n)$ such that

$$
\begin{equation*}
\sum_{i \in \sigma_{k_{0}} \backslash\{1, \ldots, n\}}\left(r_{i}-\delta_{i}\right)+m \leqslant \sum_{i+n \in \sigma_{k_{0}} \backslash\{n+1, \ldots, 2 n\}} r_{i} \tag{5.11}
\end{equation*}
$$

then, clearly, there must exist a $\sigma_{k_{1}} \in \pi$ such that

$$
\begin{equation*}
\sum_{i \in \sigma_{k}, n\{1, \ldots, n\}}\left(r_{i}-\delta_{i}\right)>\sum_{i+n \in \sigma_{k},\{n+1, \ldots, 2 n\}} r_{i} \tag{5.12}
\end{equation*}
$$

[note that ( 5.11 ) cannot be satisfied by $\sigma_{k_{0}}=\{1, \ldots, 2 n\}$, so there must always exist another $\sigma_{k_{1}} \in \pi$, if (5.11) obtains], since otherwise

$$
\begin{aligned}
& \sum_{i \in \sigma_{n} \cap\{1, \ldots, n\}}\left(r_{i}-\delta_{i}\right) \leqslant \sum_{i+n \in \sigma_{k} \cap\{n+1, \ldots, 2 n\}} r_{i}, \\
& \forall \sigma_{k} \in \pi \quad \text { with } \sigma_{k} \neq \sigma_{k_{0}},
\end{aligned}
$$

implies with (5.11)

$$
\sum_{i=1}^{n} \delta_{i} \geqslant m
$$

which contradicts the hypothesis. As in (5.8) and (5.9) in Lemma 5.5 , one sees that for any $\delta_{k} \in \pi$ with $\delta_{k} \cap\{1, \ldots, n\}$ $=\left\{i_{1}, \ldots, i_{l}\right\}$ and $\sigma_{k} \cap\{n+1, \ldots, 2 n\}=\left\{i_{l+1}, \ldots, i_{l+s}\right\}$, if $p_{k} \in \bar{V}_{+}, k=1, \ldots, l+s-1$,

$$
\left(\operatorname{supp}_{p_{0}} \tilde{e}_{i_{1}}\left(p_{1}-p_{0}\right) \tilde{e}_{i_{2}}\left(p_{2}-p_{1}\right) \cdots \tilde{e}_{i_{++}}\left(-p_{l+s-1}\right)\right)
$$

$$
\begin{equation*}
\cap \bar{V}_{+}^{m}=\varnothing, \tag{5.13}
\end{equation*}
$$

unless

$$
\sum_{j=1}^{l}\left(r_{j}-\delta_{j}\right)+m \leqslant \sum_{j=l+1}^{l+s} r_{j} .
$$

But in this latter case there exists a $\sigma_{k_{1}} \in \pi$ such that (5.12) holds, which implies, by Lemma 5.5 , that the associated product on the vacuum vanishes.

We are thus in the position to prove that for any
$\left\{h_{i}\right\}_{i=1}^{t} \subset \mathscr{C}\left(\mathbb{R}^{d}\right)$,

$$
\begin{align*}
& \left\langle\Omega, \prod_{i=1}^{l} \varphi\left(h_{i}\right) \prod_{i=1}^{n} \varphi\left(\hat{g}_{i}\right) \prod_{i=1}^{n} \varphi\left(f_{i}\right) \Omega\right\rangle \\
& \quad=\left\langle\Omega, \prod_{i=1}^{l} \varphi\left(h_{i}\right) \Omega\right\rangle\left\langle\Omega, \prod_{i=1}^{n} \varphi\left(\hat{g}_{i}\right) \prod_{i=1}^{n} \varphi\left(f_{i}\right) \Omega\right\rangle . \tag{5.14}
\end{align*}
$$

To see this, we use (3.2) to decompose

$$
\begin{aligned}
& W_{2 n+l}\left(h_{1}, \ldots, h_{l}, \hat{g}_{1}, \ldots, \hat{g}_{n}, f_{1}, \ldots, f_{n}\right) \\
& \quad=\sum_{\text {part. }} W_{r_{1}}^{\mathrm{T}}(\cdots) W_{r_{2}}^{\mathrm{T}}(\cdots) \cdots W_{r_{s}}^{\mathrm{T}}(\cdots)
\end{aligned}
$$

into a sum, over all partitions of $\left\{h_{1}, \ldots, h_{1}, \hat{g}_{1}, \ldots, \hat{g}_{n}\right.$, $\left.f_{1}, \ldots, f_{n}\right\}$, of products of the appropriate TVEV's. Since the Fourier transforms $\widetilde{\mathscr{W}}_{n}^{\mathrm{T}}\left(p_{1}, \ldots, p_{n}\right)$ of the difference-variable TVEV's $\mathscr{W}_{n}^{\mathrm{T}}\left(\xi_{1}, \ldots, \xi_{n}\right)$ have support only in $\left(\overline{V_{+}^{m}}\right)^{n}$, the only nonzero terms in the sums on the right-hand side of the equation above are terms arising from subpartitions of the partition

$$
\left\{h_{1}, \ldots h_{l}\right\}\left\{\hat{g}_{1}, \ldots, \hat{g}_{n}, f_{1}, \ldots, f_{n}\right\} .
$$

But the sum over such subpartitions, again by (3.2), is equal to

$$
W_{l}\left(h_{1}, \ldots, h_{i}\right) W_{2 n}\left(\hat{g}_{1}, \ldots, \hat{g}_{n}, f_{1}, \ldots, f_{n}\right)
$$

which yields (5.14). Then, as in the proof of Lemma 5.1, one
uses (5.14) and (5.10) to show that (ii) is indeed correct.
(iv) follows from Lemma 5.5, once one notices that

$$
\sum_{i=1}^{n}\left(r_{i}-\delta_{i}\right)>\sum_{i \in, \mathcal{H}} r_{i},
$$

for any $\mathscr{A} \subsetneq\{1, \ldots, n\}$, since $r_{i}>m, \forall i$, and $\sum_{i=1}^{n} \delta_{i}<m$. This completes the proof of the proposition.

We can now define the set of vectors $\mathscr{B}$ mentioned in Theorem 4.1 and prove the assertions made about it. Let $\mathscr{C}_{1}$ be the set of all vectors

$$
\prod_{i=1}^{n} \varphi\left(f_{i}\right) \Omega, \quad n \in \mathbb{N}, \quad\left\{f_{i}\right\}_{i=1}^{n} \subset \mathscr{B}\left(\mathbb{R}^{d}\right)
$$

satisfying condition (i) in Proposition 5.7-that is to say, for fixed $n \in \mathbb{N},\left\{f_{i}\right\}_{i=1}^{n} \subset \mathscr{B}\left(\mathbb{R}^{d}\right)$, the vector $\prod_{i=1}^{n} \varphi\left(f_{i}\right) \Omega$ is in $\mathscr{C}_{1}$ if for some choice of $0<\Delta<m$ and $\left\{\delta_{i}\right\}_{i=1}^{n} \subset(0, m)$ satisfying $\Sigma_{i=1}^{n} \delta_{i}<\Delta$, and with $g_{i, \delta_{i}}$ an annihilator, corresponding to $f_{i, \delta_{i}}$, constructed in Lemma 5.1, the vector

$$
\prod_{i=1}^{n} \varphi\left(g_{i, \delta_{i}}\right) \prod_{j=1}^{n} \varphi\left(f_{j}\right) \Omega
$$

does not vanish. With each set $\left\{f_{i}\right\}_{i=1}^{n} \subset \mathscr{B}\left(\mathbb{R}^{d}\right)$ we associate the number $\rho=\sum_{i=1}^{n} r_{f_{i}}$. We define the set $\mathscr{E}$ as the set of all vectors

$$
\begin{align*}
& \sum_{j=1}^{N}\left(\prod_{j=1}^{n_{j}} \varphi\left(f_{i_{j}}\right)\right) \Omega, \quad N \in \mathbb{N}, \\
& \left\{n_{j}\right\}_{j=1}^{N} \subset \mathbb{N}, \quad\left\{f_{i_{j}}\right\} \subset \mathscr{B}\left(\mathbb{R}^{d}\right), \tag{5.15}
\end{align*}
$$

such that $\prod_{i=1}^{n_{j}} \varphi\left(f_{i j}\right) \Omega \in \mathscr{E}_{1}, \forall j=1, \ldots, N$, and such that there exists a $j_{0} \in\{1, \ldots, N\}$ so that
$\rho_{j_{0}}>\rho_{j}, \forall j \neq j_{0}, j=1, \ldots, N$, and so that the $\Delta(0<\Delta<m)$ for which condition (i) in Proposition 5.7 is satisfied by the vector $\prod_{i=1}^{n_{j_{0}}} \varphi\left(g_{i_{0}}\right) \Pi_{i=1}^{n_{j_{0}}} \varphi\left(f_{i_{0}}\right) \Omega$ satisfies $\Delta<\rho_{j_{0}}-\rho_{j}, \forall j \neq j_{0}$. One sees that Proposition 5.7 and Corollary 5.6 then yield assertions (i), (ii), and (iii) of Theorem 4.1 for each such vector. It remains, then, only to show that $\mathscr{E}$ is dense in $\mathscr{H}{ }_{\text {w }}$.

Lemma 5.8: Let $\varphi(x)$ be a real scalar quantum field with mass gap $m>0$. Then the set $\mathscr{C}$ defined above is dense in $\mathscr{H}_{\mathrm{w}}$.

Proof: By Corollary 5.4 and the strong continuity in $t_{i}$ of vectors of the form $\Pi \varphi\left(f_{i, t_{i}}\right) \Omega$, and because, as already mentioned, Corollary 5.4 holds for each choice of $0<\Delta<m$, all the vectors in the set

$$
\begin{aligned}
& {\left[\sum_{j=1}^{N}\left(\prod_{i=1}^{n_{j}} \varphi\left(f_{i}\right)\right) \Omega \mid N \in \mathbb{N},\right.} \\
& \left.\quad\left\{n_{j}\right\}_{j=1}^{N} \subset \mathbb{N}, \quad\left\{f_{i j}\right\} \subset \mathscr{B}\left(\mathbb{R}^{d}\right)\right]
\end{aligned}
$$

are limits of strongly convergent sequences from $\mathscr{E}$. Since, as previously remarked, every element of $\mathscr{A}_{2}\left(\mathbb{R}^{d}\right)$ can be arbitrarily well approximated in the topology of $\mathscr{C}\left(\mathbb{R}^{d}\right)$ by elements of $\mathscr{B}\left(\mathbb{R}^{d}\right)$, the vectors in the set

$$
\begin{aligned}
& \mathscr{G}=\left[\sum_{j=1}^{N}\left(\prod_{i=1}^{n_{j}} \varphi\left(f_{i_{j}}\right)\right) \Omega \mid N \in \mathbb{N}\right. \\
& \left\{n_{j}\right\}_{j=1}^{N} \subset \mathbb{N}, \quad\left\{f_{i_{j}}\right\} \subset \mathscr{A}_{2}\left(\mathbb{R}^{d}\right]
\end{aligned}
$$

are, as well, limits of strongly convergent sequences from $\mathscr{E}$.

We recall next that, for any compact $\mathscr{O} \subset \mathbb{R}^{d}$ and any $h \in \mathscr{D}(\mathscr{O})$, the vacuum $\Omega$ is separating for $\varphi(h)$. Thus, if the vector

$$
\prod_{i=1}^{n} \varphi\left(h_{i}\right) \Omega, \quad\left\{h_{i}\right\}_{i=1}^{n} \subset \underset{\mathscr{O} \subset \mathbf{R}^{d}}{\cup} \mathscr{D}(\mathscr{O}),
$$

is nonzero, one must have $\varphi\left(\mathrm{h}_{i}\right) \Omega \neq 0, \forall i=1, \ldots, n$. Indeed, unless

$$
\varphi\left(h_{i}\right)=\left\langle\Omega, \varphi\left(h_{i}\right) \Omega\right\rangle I
$$

one must have $\left(I-P_{\Omega}\right) \varphi\left(h_{i}\right) \Omega \neq 0, \forall i=1, \ldots, n$. Since $\mathscr{A}_{1}\left(\mathbb{R}^{d}\right)$ is dense in $\mathscr{K}\left(\mathbb{R}^{d}\right)$ and every function $h \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ is a limit of some sequence $\left\{f_{i}\right\} \subset \mathscr{K}\left(\mathbb{R}^{d}\right)$ in the topology of $\mathscr{C}\left(\mathbb{R}^{d}\right)$ [since $\mathscr{K}\left(\mathbb{R}^{d}\right)$ is dense in $\left.\mathscr{C}\left(\mathbb{R}^{d}\right)\right]$, it follows at once that every vector of the form

$$
\begin{align*}
& \sum_{j=1}^{N}\left(\prod_{i=1}^{n_{j}} \varphi\left(f_{i_{j}}\right)\right) \Omega, \quad N \in \mathbb{N} \\
& \left\{n_{j}\right\}_{j=1}^{N} \subset \mathbb{N}, \quad\left\{f_{i_{j}}\right\} \subset \mathscr{D}\left(\mathbb{R}^{d}\right) \tag{5.16}
\end{align*}
$$

is a limit of a strongly convergent sequence from $\mathscr{G}$. But vectors of the form (5.16) are dense in $\mathscr{H}_{\mathrm{w}}$, since $\mathscr{D}\left(\mathbb{R}^{d}\right)$ is dense in $\mathscr{C}\left(\mathbb{R}^{d}\right)$.

Remark: This is the sole result whose proof depends on the existence of (sufficiently many) strictly localizable test functions. If there were another class $\mathscr{I}$ of test functions dense in $\mathscr{C}\left(\mathbb{R}^{d}\right)$ such that $\Omega$ is separating for $\{\varphi(g) \mid g \in \mathscr{I}\}$, then one could do without strict localizability.
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#### Abstract

Any operator that commutes with the $S$ matrix and is additive, i.e., transforms an asymptotic incoming $n$-particle state as a sum of its constituent one-particle states, is called a symmetry of the $S$ matrix. The structure of local $S$-matrix symmetries in Galilean field theories is known. In this paper, $S$-matrix symmetries that are nonlocal, i.e., may transform asymptotic fields into nonlocal operators, are investigated under the assumption that there is a finite number of such symmetries in the theory.


PACS numbers: 11.10.Lm, 11.10.Jj, 11.20.Fm

## 1. INTRODUCTION

In Ref. 1, symmetries of the $S$ matrix have been considered in the context of Galilean invariant field theories. A symmetry of the $S$ matrix $Q$ in a theory of asymptotic fields $\phi_{\alpha}^{\mathrm{ex}}(x)$ with corresponding annihilation and creation operators $a^{\mathrm{ex}}(\mathbf{p}, \alpha),\left(a^{\mathrm{ex}}(\mathbf{p}, \alpha)\right)^{*}$ is defined to be an additive operator, i.e., one that is bilinear in incoming fields,

$$
\begin{equation*}
Q=\int d^{3} p d^{3} q Q^{\alpha \beta}(\mathbf{p}, \mathbf{q})\left(a^{\mathrm{in}}(\mathbf{p}, \alpha)\right)^{*} a^{\mathrm{in}}(\mathbf{q}, \beta) \tag{1.1}
\end{equation*}
$$

(summation convention) and which, in addition, commutes with the $S$ matrix

$$
\begin{equation*}
\left(S^{*} \Psi^{\text {in }} / Q \Phi^{\text {in }}\right)=\left(Q^{*} \Psi^{\text {in }} / S \Phi^{\text {in }}\right) \tag{1.2}
\end{equation*}
$$

as a form on a suitable domain. Those $S$-matrix symmetries that acted locally, i.e., for which $Q, \phi_{\alpha}^{e x}(x)$ is again a local Galilei field, had special properties:

1. (i) $Q^{\alpha \beta}=0$ for $m_{\alpha} \neq m_{\beta}$, where $m_{\alpha}$ is the mass of the state $\left(a^{\mathrm{ex}}(\mathbf{p}, \alpha)\right)^{*} \Omega$.
(ii) $Q^{\alpha \beta}=q^{\alpha \beta}(\mathbf{p}, \boldsymbol{\partial}) \delta(\mathbf{p}-\mathbf{q})$, where $q^{\alpha \beta}$ is a polynomial in $\mathbf{p}$ and derivatives in $p_{k}, k=1,2,3$.
Furthermore, in a theory with scalar particles and with nontrivial scattering in the sense that the particles can be so ordered that the elastic two-particle scattering amplitude, for any two consecutive particles, does not vanish in some open subset of the sets of momenta allowed by energy and momentum conservation (some particles may be counted more than once!),

$$
\text { 2. } \begin{align*}
q^{\alpha \beta}= & \delta^{\alpha \beta}\left\{a(2 m)^{-1} \mathbf{p}^{2}+\mathbf{b p}+\mathbf{c} \partial\right. \\
& +d^{i k}\left(p_{i} \partial_{k}-p_{k} \partial_{i}\right) \\
& \left.+e\left[p_{i}, \partial_{i}\right]_{+}+f \partial^{2}\right\}+g^{\alpha \beta} \tag{1.3}
\end{align*}
$$

with constants $a, b_{k}, c_{k}, d^{i k}, e, f$, and $g^{\alpha \beta}$. Here $m=m_{\alpha}$ $=m_{\beta}$ since, by (1.1), it suffices to consider a single mass multiplet. Thus, $Q$ is a linear combination of generators of the 12 parameter Schrödinger group $S$ together with translation invariant generators (given by $g^{\alpha \beta}$ ) which, however, need not commute with the Hamiltonian. The situation is thus fairly analogous to the relativistic case where $S$ is replaced by the Poincaré group $P$ in statement 2.

[^7]Now, it is easy to construct nonlocal $S$-matrix symmetries, at least in a free field theory. Consider a single scalar free Schrödinger field $\phi(x)$ with corresponding annihilation operator $a(\mathbf{p})$ and define

$$
\begin{equation*}
Q=\int d^{3} p d^{3} q a^{*}(\mathbf{p}) a(\mathbf{q}) \exp (\mathbf{p}-\mathbf{q})^{2} \tag{1.4}
\end{equation*}
$$

which is additive but for which $[Q, \phi(x)]$ is not a field obeying Galilean locality. Statement 1 is thus manifestly false.

Even for nonlocal $S$-matrix symmetries, one could try to retain the physical idea that a finite set of quantum numbers should suffice to label free particles. This would correspond to the assumption that only a finite number of $S$ matrix symmetries should be present in the theory. It will be shown in the next sections that this assumption is quite restrictive. With it, statement 1 can again be proven so that, in fact, $Q$ turns out to be local and statement 2 is valid, too. The finiteness assumption can even be relaxed somewhat. Statement 1 is true under the weaker hypothesis that infinitely many $S$-matrix symmetries are allowed which must, however, be grouped into finite-dimensional spaces invariant under the Galilei group. This will now be shown.

## 2. POLYNOMIAL DEPENDENCE IN DERIVATIVES

Consider a theory of Galilei covariant asymptotic incoming fields $\phi_{a}^{\text {in }}(x)$ with creation and annihilation operators $\left(a^{\text {in }}(\mathbf{p}, \alpha)\right)^{*}, a^{\text {in }}(\mathbf{p}, \alpha)$ obeying Galilei covariant commutation relations

$$
\begin{equation*}
\left[a^{\mathrm{in}}(\mathbf{p}, \alpha),\left(a^{\mathrm{in}}(\mathbf{q}, \beta)\right)^{*}\right]_{ \pm}=\delta_{\alpha \beta} \delta(\mathbf{p}-\mathbf{q}) \tag{2.1}
\end{equation*}
$$

which transform as follows:

$$
\begin{align*}
& U^{-1}(\mathbf{a}) a^{\text {in }}(\mathbf{p}, \alpha) U(\mathbf{a})=\exp \{-i \mathbf{p a}\} a^{\text {in }}(\mathbf{p}, \alpha),  \tag{2.2}\\
& U^{-1}(b) a^{\mathrm{in}}(\mathbf{p}, \alpha) U(b) \\
& =\exp \left\{i b\left(\left(2 m_{\alpha}\right)^{-1} \mathbf{p}^{2}+W_{\alpha}\right)\right\} a^{i n}(\mathbf{p}, \alpha),  \tag{2.3}\\
& U^{-1}(\mathbf{v}) a^{\text {in }}(\mathbf{p}, \alpha) U(\mathbf{v})=a^{\text {in }}\left(\mathbf{p}-m_{\alpha} \mathbf{v}, \alpha\right),  \tag{2.4}\\
& U^{-1}(R) a^{\text {in }}(\mathbf{p}, \alpha) U(R)=\left(D^{s}(R)\right)_{\alpha \beta} a^{\text {in }}\left(R^{-1} \mathbf{p}, \beta\right) \tag{2.5}
\end{align*}
$$

under space translations, time translations, boosts, and rotations, respectively. Here, $m_{\alpha}$ is the mass of $\phi_{\alpha}^{\text {in }}(x)$ and the constant $W_{\alpha}$ is the inner energy; $D^{s}$ denotes the irreducible $(2 s+1)$-dimensional representation of the rotation group.

Any $S$-matrix symmetry of the form (1.1) has, by Bargmann's mass superselection rule, ${ }^{2}$ vanishing matrix elements
between states of different mass multiplets. This fact, proved again as Lemma 2.1 of Ref. 1, has nothing to do with locality as was emphasized there; part (i) of statement 1 holds in general. It is therefore sufficient to consider, from now on, only fields of the same mass multiplet $m_{\alpha}=m$.

To prove part (ii) of statement 1 , it will be assumed in the following that the space of all $S$-matrix symmetries decomposes into subspaces that are invariant under the Galilei group and are finite dimensional.

Let $E$ be such a finite-dimensional space of $S$-matrix symmetries, and consider an $S$-matrix symmetry $Q \in E$. Since any Galilean transform of $Q$ is again of the form (1.1) by $(2.2)-(2.5)$, and since $E$ is invariant under the Galilei group $G, U^{-1}(g) Q U(g)$ is again in $E$ for any $g \in G$. Hence, there exists an operator $D(g): E \rightarrow E$ with

$$
U^{-1}(g) Q U(g)=D(g) Q, \quad g \in G
$$

In any basis $Q_{1}, \ldots, Q_{n} \in E, D(g)$ is simply a finite-dimensional matrix of complex numbers depending on $g$. It is even a representation of $G$ since $U(g)$ is. By (2.1), the kernel $Q^{\alpha \beta}$ of $Q$ is, as a distribution, given by

$$
Q^{\alpha \beta}(\mathbf{p}, \mathbf{q})=\left(\left(a^{i n}(\mathbf{p}, \alpha)\right)^{*} \Omega / Q\left(a^{i n}(\mathbf{q}, \beta)\right)^{*} \Omega\right)
$$

and $D(g)$ can be evaluated on $Q^{\alpha \beta}$ for different elements of $g \in G$ if (2.2)-(2.5) are used:

$$
\begin{align*}
& D(\mathbf{a}) Q^{\alpha \beta}(\mathbf{p}, \mathbf{q})=\exp \{i(\mathbf{p}-\mathbf{q}) \mathbf{a}\} Q^{\alpha \beta}(\mathbf{p}, \mathbf{q}),  \tag{2.2a}\\
& D(b) Q^{\alpha \beta}(\mathbf{p}, \mathbf{q}) \\
& =\exp \left\{-i b\left((2 m)^{-1}\left(\mathbf{p}^{2}-\mathbf{q}^{2}\right)+W_{\alpha}-W_{\beta}\right)\right\} Q^{\alpha \beta}(\mathbf{p}, \mathbf{q}),  \tag{2.3a}\\
& D(\mathbf{v}) Q^{\alpha \beta}(\mathbf{p}, \mathbf{q})=Q^{\alpha \beta}(\mathbf{p}-m \mathbf{v}, \mathbf{q}-m \mathbf{v}),  \tag{2.4a}\\
& D(R) Q^{\alpha \beta}(\mathbf{p}, \mathbf{q}) \\
& \left.\quad=D^{S \alpha( }\right)(R)_{\alpha \gamma} \bar{D}^{s(\beta)}\left(\left.R\right|_{\beta \delta}\right.  \tag{2.5a}\\
& Q^{\gamma \delta}\left(R^{-1} \mathbf{p}, R^{-1} \mathbf{q}\right)
\end{align*}
$$

Since rotations and translations are continuous automorphisms of the test function space $\mathscr{S},{ }^{3}$ the representation $D$ is infinitely often differentiable in the group parameters.

First, the translation subgroups of $G$ will be considered which have the following structure:

Lemma 2.1: Let $D$ be an arbitrarily often differentiable representation of the time translation subgroup of $G$ in $E$, i.e., $D$ fulfills

$$
\begin{equation*}
D(c) D(d)=D(c+d), \quad c, d \in \mathbb{R}^{1} \tag{2.6}
\end{equation*}
$$

Then there is an operator $A: E \rightarrow E$ with

$$
\begin{equation*}
D(c)=\exp (i c A) \tag{2.7}
\end{equation*}
$$

Proof: (2.6) implies $D(0)=1$. Now differentiate (2.6) with respect to $c$ for $c=0$,

$$
\begin{equation*}
D^{\prime}(d)=i A D(d) \tag{2.8}
\end{equation*}
$$

where $A:=i^{-1} D^{\prime}(0)$. But the linear differential equation with the constant coefficient matrix $A$ has a unique solution given by (2.7).

The three-dimensional analog is valid, too, and gives the structure for the translation subgroup:

Lemma 2.2: Let $D$ be an infinitely often differentiable representation of the space translation subgroup of $G$ in $E$, i.e.,

$$
\begin{equation*}
D(\mathbf{a}) D(\mathbf{b})=D(\mathbf{a}+\mathbf{b}), \quad \mathbf{a}, \mathbf{b} \in \mathbb{R}^{3} . \tag{2.9}
\end{equation*}
$$

Then there are three commuting operators $A_{k}: E \rightarrow E$ with

$$
\begin{equation*}
D(\mathbf{a})=\exp \left(i a^{k} A_{k}\right), \quad \mathbf{a}=\left(a^{1}, a^{2}, a^{3}\right) \tag{2.10}
\end{equation*}
$$

Proof: Choose a basis $\mathbf{e}_{k}, k=1,2,3$, of $\mathbb{R}^{3}$. By Lemma
2.1, for each $k$ there are operators $A_{k}$ such that

$$
D\left(a \mathbf{e}_{k}\right)=\exp \left(i a A_{k}\right)
$$

(2.10) implies

$$
D\left(a \mathbf{e}_{k}\right) D\left(b \mathbf{e}_{l}\right)=D\left(a \mathbf{e}_{k}+b \mathbf{e}_{l}\right)=D\left(b \mathbf{e}_{l}\right) D\left(a \mathbf{e}_{k}\right)
$$

so that the operators $A_{k}, A_{e}$ will commute, too. Hence

$$
D(\mathbf{a})=\exp \left(i a^{k} A_{k}\right)
$$

Of course, in general, the matrices $A_{k}$ will not be Hermitian.
Next, the specific action of $D(a)$ will be considered. If in (2.2a) new variables $p$ and $r$ : $=\mathbf{p}-\mathbf{q}$ are introduced and a distribution $\hat{Q}^{\alpha \beta}$ is defined so that

$$
\begin{equation*}
\hat{Q}^{\alpha \beta}(\mathbf{r}, \mathbf{p}):=Q^{\alpha \beta}(\mathbf{p}, \mathbf{q}) \tag{2.11}
\end{equation*}
$$

then all distributions have to be characterized fulfilling

$$
\begin{equation*}
D(\mathbf{a}) \hat{Q}^{\alpha \beta}(\mathbf{r}, \mathbf{p})=\exp (\mathbf{i r} \mathbf{r}) \hat{Q}^{\alpha \beta}(\mathbf{r}, \mathbf{p}) \tag{2.12}
\end{equation*}
$$

This is done in
Lemma 2.3: Let $D$ be an infinitely often differentiable representation of the translation subgroup of $G$ in $E$. For the kernel $\hat{Q}^{\alpha \beta}(\mathbf{r}, \mathbf{p})$ of a symmetry $Q \in E$, assume that

$$
\begin{equation*}
D(\mathbf{a}) \hat{Q}^{\alpha \beta}(\mathbf{r}, \mathbf{p})=\exp (\mathbf{i r a}) \hat{Q}^{\alpha \beta}(\mathbf{r}, \mathbf{p}) \tag{2.13}
\end{equation*}
$$

Then all distributions $\hat{Q}^{\alpha \beta}(\mathbf{r}, \mathbf{p})$ have support in $\mathbf{r}$ at most in a set $B$ that consists of finitely many vectors in $\mathbb{R}^{3}$ and is independent of $\mathbf{p}, \alpha, \beta$.

Proof: By combining (2.13) with Lemma 2.2,

$$
\exp (\boldsymbol{i} \mathbf{a} \mathbf{A}) \hat{\mathbf{Q}}^{\alpha \beta}(\mathbf{r}, \mathbf{p})=\exp (\mathbf{i r a}) \hat{Q}^{\alpha \beta}(\mathbf{r}, \mathbf{p})
$$

and differentiation with respect to $a_{k}$ gives

$$
A_{k} \hat{Q}^{\alpha \beta}(\mathbf{r}, \mathbf{p})=r_{k} \hat{Q}^{\alpha \beta}(\mathbf{r}, \mathbf{p}), \quad k=1,2,3
$$

Hold $k$ fixed. The matrix $A_{k}$ can be brought into the Jordan normal form: The space $E$ splits into a direct sum of subspaces $E_{i}(i=1, \ldots, m$, say $)$ and within each subspace, there is a basis $Q_{1}^{i}, \ldots, Q_{n(i)}^{i}$ of symmetries such that

$$
\begin{aligned}
& \sum_{m}\left(A_{k}\right)_{l}^{m} Q_{m}^{i}=a_{k}^{i} Q_{l}^{i}+Q_{i+1}^{i}, \quad l=1, \ldots, n(i)-1 \\
& \sum_{m}\left(A_{k}\right)_{m i l}^{m} Q_{m}^{i}=a_{k}^{i} Q_{m(i)}^{i} .
\end{aligned}
$$

By taking scalar products with one-particle states, these equations remain valid if $Q_{m}^{i}$ is replaced everywhere by the corresponding kernel $\left(\hat{Q}_{m}^{i}\right)^{\alpha \beta}(\mathbf{r}, \mathbf{p})$. For $l=n(i)$,

$$
\left(a_{k}^{i}-r_{k}\right)\left(\hat{Q}_{n(i)}^{i}\right)^{\alpha \beta}(\mathbf{r}, \mathbf{p})=0
$$

so that $\left(\hat{Q}_{n(t)}^{i}\right)^{\alpha \beta}(\mathbf{r}, \mathbf{p})$ has only support for $r_{k}=a_{k}^{i}$. More generally,

$$
\left(a_{k}^{i}-r_{k}\right)^{n(i)-l+1}\left(\hat{Q}_{l}^{i}\right)^{\alpha \beta}(\mathbf{r}, \mathbf{p})=0
$$

as one can prove by deduction from $l+1$ to $l$ : Since for $l \neq n(i)$

$$
\left(a_{k}^{i}-r_{k}\right)\left(\hat{Q}_{l}^{i}\right)^{\alpha \beta}(r, p)+\left(\hat{Q}_{l+1}^{i}\right)^{a \beta}(\mathbf{r}, \mathbf{p})=0
$$

by multiplication with $\left(a_{k}^{i}-r_{k}\right)^{n(i)-l}$ the assertion follows, as the second term is zero by the deduction assumption.

Hence, all distributions $\left\langle\hat{Q}_{i}\right)^{\alpha \beta}(\mathbf{r}, \mathbf{p})$ have their support at most for $r_{k}=a_{k}^{i}$. The $\hat{Q}^{\alpha \beta}$ are linear combinations of the $\left(\hat{Q}_{i}^{i}\right)^{\alpha \beta}$ and have their support, in $r_{k}$, only in the points $a_{k}^{1}, \ldots, a_{k}^{m}$. For another index $l$, choose another basis in $E$ such that $A_{l}$ is in the Jordan normal form, and proceed as above.

One can even show that $B$ consists only of the zero vector:

$$
\begin{align*}
& \text { Let } B_{0}:=\left\{\mathbf{r}_{i} \in B / \mathbf{r}_{i} \neq 0\right\} \text {. Under rotations, by (2.5a), } \\
& \hat{Q}^{\alpha \beta}(\mathbf{r}, \mathbf{p}) \\
& \quad=D^{s(\alpha)}(R)_{\alpha \gamma} D^{s(\beta)}(R)_{\beta \delta} D\left(R^{-1}\right) \hat{Q}^{\gamma \delta}\left(R^{-1} \mathbf{r}, R^{-1} \mathbf{p}\right) . \tag{2.14}
\end{align*}
$$

Proceed indirectly and assume that for some $p_{0}$ there is a distribution $\hat{Q}^{\alpha \beta}\left(\mathbf{r}, \mathbf{p}_{0}\right)$ which has, in $\mathbf{r}$, support in $B_{0}$. Choose $r_{0} \in B_{0}$ so that the left-hand side does not vanish. Then the right-hand side of (2.14) is nonzero for $\mathbf{p}=\mathbf{p}_{0}, \mathbf{r}=\mathbf{r}_{0}$, and all rotations $R$. On the other hand, if $R$ varies, $R^{-1} \mathbf{r}_{0}$ varies over the whole surface of a ball in $\mathbb{R}^{3}$ with radius $\left|\mathbf{r}_{0}\right| \neq 0$. Therefore, there exists a rotation $R_{0}$ which rotates the finite number of points in $B_{0}$ in such a way that no rotated point lies again in $B_{0}: R_{0}^{-1} B_{0} \cap B_{0}=\varnothing$. For this rotation $R_{0}$ however, the right-hand side is zero. This contradiction proves that any distribution $\hat{Q}^{\alpha \beta}(\mathbf{r}, \mathbf{p})$ has support at most for $\mathbf{r}=0$ which results in

Theorem 2.4: Let $E$ be a finite-dimensional, $G$-invariant space of $S$-matrix symmetries of the form (1.1). Then, the kernel $Q^{\alpha \beta}$ of any $Q \in E$ fulfills (i) $Q^{\alpha \beta}=0$ for $m_{\alpha} \neq m_{\beta}$, (ii) $Q^{\alpha \beta}(\mathbf{p}, \mathbf{q})=0$ for $\mathbf{p} \neq \mathbf{q}$.

## 3. POLYNOMIAL DEPENDENCE IN MOMENTA

By Theorem 2.4, $Q^{\alpha \beta}$ has the representation

$$
\begin{equation*}
Q^{\alpha \beta}(\mathbf{p}, \mathbf{q})=q_{v}^{\alpha \beta}(\mathbf{p}) \delta^{(v)}(\mathbf{p}-\mathbf{q}) \tag{3.1}
\end{equation*}
$$

where the multi-index $v=\left(v_{1}, v_{2}, v_{3}\right)$ in the $\delta$ function denotes $v_{k}$ derivatives with respect to $p_{k}-q_{k}$. The coefficient $q_{v}^{\alpha \beta}(\mathbf{p})$ can still be an arbitrary distribution in $\mathbf{p}$. It will be shown in this section that $q_{v}^{\alpha \beta}(\mathbf{p})$ is, in fact, a polynomial in $\mathbf{p}$.

Consider the boost subgroup of $G$. Combining (3.1) and (2.4a) gives

$$
\begin{equation*}
D(\mathbf{v}) q_{v}^{\alpha \beta}(\mathbf{p})=q_{v}^{\alpha \beta}(\mathbf{p}-m \mathbf{v}) \tag{3.2}
\end{equation*}
$$

and Fourier transformation in the variable $\mathbf{p}$ results in

$$
\begin{equation*}
D(\mathbf{v}) \tilde{q}_{v}^{\alpha \beta}(\mathbf{x})=e^{i m v x} \tilde{q}_{v}^{\alpha \beta}(\mathbf{x}) \tag{3.3}
\end{equation*}
$$

On the other hand, the boost subgroup is isomorphic to the translation subgroup. Hence, Lemmas 2.2 and 2.3 are applicable to $(3.3)$, which shows that the distributions $\tilde{q}_{.}^{\alpha \beta}(\mathbf{x})$ have support, in $\mathbf{x}$, in a set $C$ that is independent of $v, \alpha, \beta$ and consists of a finite number of vectors only.

As in Sec. 2, it can be shown that $C$ consists of the zero vector only: By (3.1) and (2.14),
$D(R) q_{v}^{\alpha \beta}(\mathbf{p}) \delta^{(v)}(\mathbf{p}-\mathbf{q})$

$$
=\left(D^{s(\alpha)}(R)\right)_{\alpha \gamma}\left(D^{s(\beta)}(R)\right)_{B \delta} q_{\nu}^{\gamma \delta}\left(R^{-1} \mathbf{p}\right) \delta^{(\nu)}\left(R^{-1}(\mathbf{p}-\mathbf{q})\right) .
$$

Operators of differentiation transform under rotations as vectors so that

$$
\begin{equation*}
\delta^{(\nu)}\left(R^{-1}(\mathbf{p}-\mathbf{q})\right)=(D(R))_{\mu}^{\nu} \delta^{(\mu)}(\mathbf{p}-\mathbf{q}) \tag{3.5}
\end{equation*}
$$

where $D$ is some tensor product of $D^{1}$-representations of the rotation group. Insert (3.5) into (3.4), compare terms with the same number of derivatives, and perform a Fourier transformation in $\mathbf{p}$,

$$
\begin{align*}
\tilde{q}_{\mu}^{\alpha \beta}(\mathbf{x})= & D\left(R^{-1}\right)\left(D^{\Im \alpha)}(R)\right)_{\alpha \gamma} \\
& \times\left(D^{s i \beta}(R)_{\beta \delta}(D(R))_{\mu}^{\nu} \tilde{q}_{v}^{\gamma \delta( }\left(R^{-1} \mathbf{x}\right),\right. \tag{3.6}
\end{align*}
$$

so that the summation in $v$ is now over terms with $\Sigma v_{k}$ $=\Sigma \mu_{k}$ only. From now on, one can proceed as in (2.14). Let $C_{0}$ consists of the nonzero vectors of $C$, and assume indirectly that there is a distribution $\tilde{q}_{\mu}^{\alpha \beta}(\mathbf{x})$ with support in some vector $\mathbf{x}_{0} \in C_{0}$. Again, one can find a rotation $R_{0}$ such that $R_{0}^{-1} C_{0}$ and $C_{0}$ have an empty intersection so that, for $\mathbf{x}=\mathbf{x}_{0}$ and $R=R_{0},(3.6)$ gives a contradiction. Hence, $\tilde{q}_{v}^{\alpha \beta}$ has support only at zero, and thus $q_{v}^{\alpha \beta}(\mathbf{p})$ is a polynomial in $\mathbf{p}$. Together with Theorem 2.4, this proves

Theorem 3.1: Assume that the space of $S$-matrix symmetries $E$ decomposes into finite-dimensional subspaces $E_{i}$ invariant under the Galilei group $G$. Then, the kernel $Q^{\alpha \beta}$ $=0$ of any $Q \in E$ fulfills (i) $Q^{\alpha \beta}=0$ for $m_{\alpha} \neq m_{\beta}$, (ii) $Q^{\alpha \beta}(\mathbf{p}, \mathbf{q})=q^{\alpha \beta} \delta(\mathbf{p}-\mathbf{q})$,
where $q^{\alpha \beta}$ is a polynomial in $\mathbf{p}$ and $p_{k}$-derivatives $k, 1,2,3$.
Thus, any $Q \in E$ is, in fact, local so that the results of Ref. 1 for local $S$-matrix symmetries in theories with nontrivial scattering (statement 2 of the Introduction) can be used:

Theorem 3.2: Assume a theory with scalar asymptotic particles which can be so ordered that the elastic two-particle scattering amplitude, for any two consecutive particles, does not vanish in some open neighborhood of the sets of momenta allowed by energy and momentum conservation. Then, under the assumptions of Theorem 3.1, $Q \in E$ has the form (1.3).
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Following the ideas of Guralnik and Kibble and those of Larsen and Repko, we introduce a general method to calculate the first-order Lagrangian of Bargmann-Wigner equations (BWE) of arbitrary spin, and make explicit calculations in case of spin 2. Finally, some considerations on the motivation of this method and on the invariance of the Lagrangian under the symmetric group and the general Lorentz group are discussed.
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## 1. INTRODUCTION

It is well known that the solutions of the BWE are fields that transform under the symmetric group as totally symmetric multispinors of definite mass and spin. ${ }^{1}$

In order to construct a first-order Lagrangian of the BWE for spin greater than one it is necessary to use auxiliary fields of mixed symmetry that transform as irreducible representations of the symmetric group. These multispinor fields of mixed symmetry also have the properties of definite mass and spin. ${ }^{2}$

Guralnik and Kibble ${ }^{3}$ were able to write down a Lagrangian for massive particles of spin $\frac{3}{2}$ with totally symmetric spinor of rank 3 and auxiliary fields, without any extra conditions. This Lagrangian leads to the BWE for the totally symmetric spinors and to the vanishing of the auxiliary fields of mixed symmetry.

Larsen and Repko ${ }^{4}$ have generalized the ideas of Guralnik and Kibble. They found the expression for the operator connecting two arbitrary fields which transform as two irreducible representations of the symmetric group $S_{n}$. But they did not give a general method to obtain the coefficients in the Lagrangian leading to the correct Euler-Lagrange equations, the solution of which are the BWE of definite mass and spin. They only succeeded in the trivial case of a Lagrangian for particles of spin 0 using multispinors of rank 4.

We present now a general method for finding the Lagrangian of BWE which can be applied to any spin and we have calculated it for particles of spin 2. Our ideas are based in the work of Larsen and Repko, combined with that of Guralnik and Kibble. We refer those papers to the reader, where both methods are given in detail.

## 2. COUPLING BETWEEN MULTISPINORS OF DEFINITE SYMMETRY

Let $F$ and $G$ be two multispinors of rank $n$, that transform as two irreducible representations of the symmetric group $S_{n}$. The kinetic terms in the Lagrangian are of the form $\widehat{F O} G$, where $\hat{O}$ is an operator matrix of the required dimension to connect the representations $F$ and $G$, and its elements are linear combinations of Dirac operators,
$\left.(\gamma p)_{k}=1 \times 1 \times \cdots \times \gamma p\right) \times \cdots \times 1$
with $(\gamma p)$ in the $k$-position.
If $F$ belongs to the $(\lambda)$ representation and $G$ to the ( $\mu$ )
representation of $S_{n}$, the $j s$-components of $\hat{O}$ are given by

$$
[\hat{O}(\lambda, \mu)]_{j s}=\sum_{k=1}^{n-1} \beta_{k}<\lambda j,(n-1,1) k|\mu s\rangle,
$$

where $\beta_{k}$ are the operators

$$
\beta_{k}=\frac{1}{\sqrt{n(n-1)} \sqrt{k(k+1)}}\left\{\sum_{i=1}^{k}(\gamma p)_{i}-k(\gamma p)_{k+1}\right\}
$$

( $n-1,1$ ) is the representation of $S_{n}$ corresponding to the same partition and $\langle\lambda j(n-1,1) k \mid \mu s\rangle$ is the Clebsh-Gordan coefficient connecting the $(\lambda)$ and the ( $n-1,1$ ) representation to the $(\mu)$ representation.

If $(\lambda)=(\mu)$ then there is also another operator $\alpha$ connecting the $F$-multispinor with itself, namely

$$
\alpha=\frac{1}{n} \sum_{k=1}^{n}(\gamma p)_{k} .
$$

As Larsen and Repko pointed out, the symmetry of $[\hat{O} G]$ under a permutation of indices is the same as that of $\bar{F}$ under the same permutation; therefore the Lagrangian is invariant under the symmetric group $S_{n}$, and $\bar{F}$ may be varied as if all of its components were independent.

In the case of $S_{4}$ we write down the components of the fields and the coupling among them.

The partition of 4 are
(4), $(3,1), \quad\left(2^{2}\right), \quad\left(2,1^{2}\right), \quad\left(1^{4}\right)$,
or in short form,

$$
(4), \quad(3), \quad(2), \quad(\overline{3}), \quad(\overline{4}) .
$$

The fields, using the notation of Larsen and Repko, are
(4): $\psi_{(\alpha \beta \gamma \delta)}$,
(3): $\chi_{\alpha \beta \gamma \delta}=\left(\begin{array}{c}\chi^{\prime}{ }_{(\alpha \beta \gamma\} \delta} \\ \chi^{\prime \prime}{ }_{(\alpha \beta \| \mid \gamma \delta]} \\ \chi^{\prime \prime \prime}{ }_{[\alpha \beta \| \mid \gamma \delta]}\end{array}\right)$,
(2): $\phi_{\alpha \beta \gamma \delta}=\binom{\phi^{\prime}|\alpha \beta||\gamma \delta|}{\phi^{\prime \prime}{ }_{[\alpha \beta \mid[\gamma \delta]}}$,
$(\overline{3}): \zeta_{\alpha \beta \gamma \delta}=\left(\begin{array}{c}\zeta^{\prime}{ }_{(\alpha \beta)[\gamma \delta]} \\ \zeta^{\prime \prime}{ }_{[\alpha \beta](\gamma \delta)} \\ \zeta^{\prime \prime \prime}{ }_{[\alpha \beta \gamma] \delta}\end{array}\right)$,
$(\overline{4}): \Omega_{[\alpha \beta \gamma \delta]}$.

For the couplings we have

$$
\begin{aligned}
& \alpha=\frac{1}{4}\left\{(\gamma p)_{1}+(\gamma p)_{2}+(\gamma p)_{3}+(\gamma p)_{4}\right\}, \\
& \beta_{1}=\frac{1}{1}\left\{(\gamma p)_{1}+(\gamma p)_{2}+(\gamma p)_{3}-3(\gamma p)_{4}\right\}, \\
& \beta_{2}=(1 / 6 \sqrt{2})\left\{(\gamma p)_{1}+(\gamma p)_{2}-2(\gamma p)_{3}\right\}, \\
& \beta_{3}=(1 / 2 \sqrt{6})\left\{(\gamma p)_{1}-(\gamma p)_{2}\right\} .
\end{aligned}
$$

$$
\hat{O}(3, \overline{3})=\left(\begin{array}{ccc}
\beta_{2} & \beta_{3} & 0 \\
-\beta_{1} & 0 & \beta_{3} \\
0 & -\beta_{1} & -\beta_{2}
\end{array}\right)
$$

The coupling among the fields are given (up to an arbitrary factor) by

$$
\hat{O}(2, \overline{3})=\left(\begin{array}{ccc}
\beta_{1}-(1 / \sqrt{2}) \beta_{2} & (1 / \sqrt{2}) \beta_{3} & \beta_{3} \\
(1 / \sqrt{2}) \beta_{3} & \beta_{1}+(1 / \sqrt{2}) \beta_{2} & -\beta_{2}
\end{array}\right)
$$

$$
\widehat{O}(4,3)=\left(\beta_{1} \beta_{2} \beta_{3}\right),
$$

$$
\begin{array}{ll}
\hat{O}(3,3)=\left(\begin{array}{ccc}
-2 \beta_{1} & \beta_{2} & \beta_{3} \\
\beta_{2} & \beta_{1}-\sqrt{2} \beta_{2} & \sqrt{2} \beta_{3} \\
\beta_{3} & \sqrt{2} \beta_{1} & \beta_{1}+\sqrt{2} \beta_{2}
\end{array}\right), & \hat{O}(\overline{3}, \overline{3})=\left(\begin{array}{c}
\beta_{1}+\sqrt{2} \\
-\sqrt{2} \\
\beta_{3}
\end{array}\right. \\
\hat{O}(3,2)=\left(\begin{array}{cc}
-\beta_{2} & -\beta_{3} \\
-\beta_{1}-(1 / \sqrt{2}) \beta_{2} & (1 / \sqrt{2}) \beta_{3} \\
(1 / \sqrt{2}) \beta_{3} & -\beta_{1}+(1 / \sqrt{2}) \beta_{2}
\end{array}\right), & \hat{O}(\overline{3}, \overline{4})=\left(\begin{array}{c}
\beta_{3} \\
-\beta_{2} \\
\beta_{1}
\end{array}\right) .
\end{array}
$$

The rest of the operators are obtained by interchanging rows by columns.
The Lagrangian for massive particles of spin 2 will be given by the kinetic terms and the mass terms with arbitrary constants, namely,

$$
\begin{align*}
\mathscr{L}= & \bar{\psi} a \psi+a_{1} \bar{\psi} \widehat{O}(4,3) \chi+a_{2} \bar{\chi} \widehat{O}(3,4) \psi+a_{3} \bar{\chi} \alpha \chi+a_{3}^{\prime} \bar{\chi} \hat{O}(3,3) \chi \\
& +a_{4} \bar{\chi} \widehat{O}(3,2) \phi+a_{5} \bar{\chi} \widehat{O}(3, \overline{3}) \zeta+a_{6} \bar{\phi} \hat{O}(2,3) \chi+a_{7} \bar{\phi} \alpha \phi+a_{8} \bar{\phi} \hat{O}(2, \overline{3}) \xi \\
& +a_{9} \bar{\xi} \hat{O}(\overline{3}, 3) \chi+a_{10} \bar{\zeta} \hat{O}(\overline{3}, 2) \phi+a_{11} \bar{\xi} \alpha \zeta+a_{11}^{\prime} \bar{\xi} \hat{O}(\overline{3}, \overline{3}) \zeta \\
& +a_{12} \bar{\zeta} \hat{O}(\overline{3}, \overline{4}) \Omega+a_{13} \bar{\Omega} \hat{O}(\overline{4}, \overline{3}) \zeta-b_{1} m \bar{\psi} \psi-b_{2} m \bar{\chi} \chi-b_{3} m \bar{\phi} \phi \\
& -b_{4} m \bar{\zeta} \zeta-b_{5} m \bar{\Omega} \Omega . \tag{1}
\end{align*}
$$

After variation with respect to the independent components of the multispinors we obtain the Euler-Lagrange equations, which can be written in the matrix form

$$
\left(\begin{array}{ccccc}
\alpha & c_{1} \hat{O}(4,3) & 0 & 0 & 0  \tag{2}\\
c_{2} \hat{O}(3,4) & c_{3} \alpha+c_{3}^{\prime} \hat{O}(3,3) & c_{4} \hat{O}(3,2) & c_{5} \hat{O}(3, \overline{3}) & 0 \\
0 & c_{6} \hat{O}(2,3) & c_{7} \alpha & c_{8} \hat{O}(2, \overline{3}) & 0 \\
0 & c_{9} \hat{O}(\overline{3}, 3) & c_{10} \widehat{O}(\overline{3}, 2) & c_{11} \alpha+c_{11}^{\prime} \hat{O}(\overline{3}, \overline{3}) & c_{12} \hat{O}(\overline{3}, \overline{4}) \\
0 & 0 & 0 & c_{13} \hat{O}(\overline{4}, \overline{3}) & 0
\end{array}\right)\left(\begin{array}{c}
\psi \\
\chi \\
\phi \\
\zeta \\
\Omega
\end{array}\right)=m\left(\begin{array}{c}
\psi \\
\chi \\
\phi \\
\zeta \\
\Omega
\end{array}\right),
$$

where the coefficients $b_{i}$ have been absorbed in the $c_{i}$, for instance,

$$
c_{1}=a_{1} / b_{1}, \quad c_{2}=a_{2} / b_{2}, \quad c_{3}=a_{3} / b_{2}, \quad c_{3}^{\prime}=a_{3}^{\prime} / b_{2}, \text { etc. }
$$

We can express the matrix equation (2) in the symbolic form

$$
A X=m X .
$$

## 3. THE PROJECTION OPERATORS

The method we introduce now is to find out the arbitrary constants $a_{i}, b_{i}, c_{i}$ necessary to deduce the BWE for the totally symmetric field $\psi$ and to annihilate the auxiliary fields $\chi, \phi, \zeta, \Omega$. This method is based in the alternative expression of the BWE written by Guralnik and Kibble.

With the help of the projection operators

$$
\Lambda_{ \pm}(p)=\frac{1}{2}\left(1 \pm \frac{\gamma p}{p}\right),
$$

where $p=\left(p^{2}\right)^{1 / 2}\left(p^{2} \neq 0\right)$, they introduce the mutually orthogonal projection operators

$$
\begin{aligned}
& P_{ \pm}(p)=\Lambda_{ \pm} \times \Lambda_{ \pm} \times \cdots \times \Lambda_{ \pm}, \\
& P_{0}(p)=1-P_{+}(p)-P_{-}(p),
\end{aligned}
$$

where each operator $\Lambda_{ \pm}(p)$ acts on different tensor indices.
The BWE are equivalent to

$$
\begin{align*}
& (p-m) P_{+}(p) \psi=0  \tag{3a}\\
& -m P_{0}(p) \psi=0  \tag{3b}\\
& (-p-m) P_{-}(p) \psi=0 \tag{3c}
\end{align*}
$$

In fact, since $(\gamma p)_{k} \Lambda_{ \pm}= \pm p \Lambda_{ \pm}$, we have
$(\gamma p)_{k} P_{ \pm}(p)= \pm p P_{ \pm}(p)$,
and from $(3 \mathrm{~b})(\gamma p)_{k} \psi=p\left(P_{+}(p)-P_{-}(p)\right) \psi$.
Therefore $(\gamma p)_{1} \psi=(\gamma p)_{2} \psi=\cdots=(\gamma p)_{n} \psi$. From (3a) and ( 3 b ) we get

$$
\begin{aligned}
& (p-m)\left[\Lambda_{+}(p)\right]_{k} \psi=0 \\
& (-p-m)\left[\Lambda_{-}(p)\right]_{k} \psi=0
\end{aligned}
$$

Adding both equations, finally we obtain

$$
p\left[\Lambda_{+}(p)-\Lambda_{-}(p)\right]_{k}=m\left[\Lambda_{+}(p)+\Lambda_{-}(p)\right]_{k}
$$

or
$(\gamma p)_{k} \psi=m \psi$.
Equations (3a) and (3c) for the totally symmetric tensor fields and the auxiliary fields are easily obtained applying the projector $P_{+}(p)$ and $P_{-}(p)$ to the five equations (2):

$$
\left.\begin{array}{r}
\left.\begin{array}{r}
(p-m) P_{+}(p) \psi=0 \\
(-p-m) P_{-}(p) \psi=0
\end{array}\right\}, \\
\left(c_{3} p-m\right) P_{+}(p) \chi=0 \\
\left(-c_{3} p-m\right) P_{+}(p) \chi=0
\end{array}\right\},
$$

The operator $P_{0}(p)$ can be decomposed in the following way:

$$
\begin{aligned}
P_{0}(p)= & \Lambda_{+} \Lambda_{+} \Lambda_{+} \Lambda_{-}+\Lambda_{+} \Lambda_{+} \Lambda_{-} \Lambda_{+} \\
& +\Lambda_{+} \Lambda_{-} \Lambda_{+} \Lambda_{+}+\Lambda_{-} \Lambda_{+} \Lambda_{+} \Lambda_{+} \\
& +\Lambda_{+} \Lambda_{+} \Lambda_{-} \Lambda_{-}+\Lambda_{+} \Lambda_{-} \Lambda_{+} \Lambda_{-} \\
& +\Lambda_{+} \Lambda_{-} \Lambda_{-} \Lambda_{+}+\Lambda_{-} \Lambda_{-} \Lambda_{+} \Lambda_{+} \\
& +\Lambda_{-} \Lambda_{+} \Lambda_{-} \Lambda_{+}+\Lambda_{-} \Lambda_{+} \Lambda_{+} \Lambda_{-} \\
& +\Lambda_{+} \Lambda_{-} \Lambda_{-} \Lambda_{-}+\Lambda_{-} \Lambda_{+} \Lambda_{-} \Lambda_{-} \\
& +\Lambda_{-} \Lambda_{-} \Lambda_{+} \Lambda_{-}+\Lambda_{-} \Lambda_{-} \Lambda_{-} \Lambda_{+},
\end{aligned}
$$

where the direct product among the $\Lambda$ 's is understood. (This expression comes from the decomposition of the identity operator in terms of the mutually orthogonal projection operators.)

In order to have $P_{0}(p) \psi=0$, we apply each of the terms in the last decomposition to the first equation (2) and require that the left side of the resulting expression should vanish. But this is impossible, since, for instance,

$$
\Lambda_{+} \Lambda_{+} \Lambda_{+} \Lambda_{-} \alpha \psi=\frac{1}{2} p \Lambda_{+} \Lambda_{+} \Lambda_{+} \Lambda_{-} \psi \neq 0 .
$$

We can avoid this difficulty if we iterate the matrix equation (2), namely

$$
\begin{equation*}
A^{2} X=m^{2} X \tag{9}
\end{equation*}
$$

and then apply each of the projectors

$$
\begin{array}{ll}
\Lambda_{+} \Lambda_{+} \Lambda_{+} \Lambda_{-}, \Lambda_{+} \Lambda_{+} \Lambda_{-} \Lambda_{+}, \\
\Lambda_{+} \Lambda_{-} \Lambda_{+} \Lambda_{+}, & \Lambda_{-} \Lambda_{+} \Lambda_{+} \Lambda_{+}
\end{array}
$$

and

$$
\begin{aligned}
& \Lambda_{+} \Lambda_{-} \Lambda_{-} \Lambda_{-}, \Lambda_{-} \Lambda_{+} \Lambda_{-} \Lambda_{-}, \\
& \Lambda_{-} \Lambda_{-} \Lambda_{+} \Lambda_{-}, \Lambda_{-} \Lambda_{-} \Lambda_{-} \Lambda_{+}
\end{aligned}
$$

to the five equations (9). In order that the right side should vanish, we require that the coefficients of the projection operators applied to the tensor fields on the left should vanish, giving some conditions on the coefficients $c$ 's.

Next, we iterate again the matrix equation, i.e.,

$$
\begin{equation*}
A^{3} X=m^{3} X \tag{10}
\end{equation*}
$$

apply to each one of the five equations the projectors

$$
\begin{array}{lll}
\Lambda_{+} \Lambda_{+} \Lambda_{-} \Lambda_{-}, & \Lambda_{+} \Lambda_{-} \Lambda_{+} \Lambda_{--}, & \Lambda_{+} \Lambda_{-} \Lambda_{-} \Lambda_{+}, \\
\Lambda_{-} \Lambda_{+} \Lambda_{+} \Lambda_{-}, & \Lambda_{-} \Lambda_{+} \Lambda_{-} \Lambda_{+}, & \Lambda_{-} \Lambda_{-} \Lambda_{+} \Lambda_{+}
\end{array}
$$

and require that all the coefficients of the projectors applied to the tensor fields on the left vanish, giving new relations among the $c$ 's.

The conditions that the $c$ 's must satisfy in order that

$$
P_{0}(p) \psi=P_{0}(p) \chi=P_{0}(p) \phi=P_{0}(p) \zeta=P_{0}(p) \Omega=0
$$

are written down below. Before each equation, the symbol, $\left(A^{2}\right)_{i j}$ or $\left(A^{3}\right)_{i j}$ is expressed denoting which matrix element has been used after applying each of the projector operators independently to Eqs. (9) and (10).

$$
\begin{align*}
& \left(A^{2}\right)_{11}: c_{1} c_{2}+1=0,  \tag{11}\\
& \left(A^{2}\right)_{12}: c_{1}\left(1-2 c_{3}^{\prime}+c_{3}\right)=0,  \tag{12}\\
& \left(A^{2}\right)_{21}: c_{2}\left(1-2 c_{3}^{\prime}+c_{3}\right)=0,  \tag{13}\\
& \left(A^{2}\right)_{22}:\left(c_{3}+c_{3}^{\prime}\right)^{2}+c_{4} c_{6}+c_{5} c_{9}=0,  \tag{14a}\\
& \quad c_{1} c_{2}+\left(2 c_{3}^{\prime}-c_{3}\right)^{2}=0,  \tag{14b}\\
& \left(A^{2}\right)_{23}: c_{4}\left(c_{3}+c_{3}^{\prime}+c_{7}\right)+c_{5} c_{10}=0,  \tag{15}\\
& \left(A^{2}\right)_{24}: c_{4} c_{8}+c_{5}\left(c_{3}+c_{3}^{\prime}+c_{11}+c_{11}^{\prime}\right)=0,  \tag{16}\\
& \left(A^{2}\right)_{32}: c_{6}\left(c_{3}+c_{3}^{\prime}+c_{7}\right)+c_{8} c_{9}=0,  \tag{17}\\
& \left(A^{2}\right)_{33}: c_{4} c_{6}+c_{8} c_{10}+c_{7}^{2}=0,  \tag{18}\\
& \left(A^{2}\right)_{34}: c_{8}\left(c_{11}+c_{11}^{\prime}+c_{7}\right)+c_{5} c_{6}=0,  \tag{19}\\
& \left(A^{2}\right)_{42}: c_{6} c_{10}+c_{9}\left(c_{3}+c_{3}^{\prime}+c_{11}+c_{11}^{\prime}\right)=0,  \tag{20}\\
& \left(A^{2}\right)_{43}: c_{10}\left(c_{11}+c_{11}^{\prime}+c_{7}\right)+c_{4} c_{9}=0,  \tag{21}\\
& \left(A^{2}\right)_{44}:\left(c_{11}+c_{11}^{\prime}\right)^{2}+c_{8} c_{10}+c_{5} c_{9}=0,  \tag{22a}\\
& \quad c_{12} c_{13}+\left(2 c_{11}^{\prime}-c_{11}\right)^{2}=0,  \tag{22b}\\
& \left(A^{2}\right)_{54}: c_{13}\left(1-2 c_{11}^{\prime}+c_{11}\right)=0,  \tag{23a}\\
& \left(A^{2}\right)_{55}: c_{12} c_{13}=0 . \tag{23b}
\end{align*}
$$

The last two equations are not necessary since

$$
\begin{aligned}
\Lambda_{+} \Lambda_{+} \Lambda_{+} \Lambda_{-} \Omega & =\Lambda_{+} \Lambda_{+} \Lambda_{-} \Lambda_{+} \Omega=\Lambda_{+} \Lambda_{-} \Lambda_{+} \Lambda_{+} \Omega \\
& =\Lambda_{-} \Lambda_{+} \Lambda_{+} \Lambda_{+} \Omega=0
\end{aligned}
$$

because of the antisymmetry of the indices of $\Omega$.
The same is true for (22b) since this constraint comes from the coefficient of $\Lambda_{+++-} \zeta^{\prime \prime \prime}{ }_{\mid \alpha \beta \gamma] \delta}$; but this is zero because of the antisymmetry of the indices $[\alpha \beta \gamma]$.

$$
\begin{align*}
& \left(A^{3}\right)_{12}: c_{1}\left(c_{1} c_{2}+2 c_{4} c_{6}\right)=0,  \tag{24}\\
& \left(A^{3}\right)_{21}: c_{2}\left(c_{1} c_{2}+2 c_{4} c_{6}\right)=0,  \tag{25}\\
& \left(A^{3}\right)_{22}: c_{3}^{\prime 3}+\frac{2}{3} c_{3}^{\prime} c_{5} c_{9}-\frac{1}{3} c_{5} c_{9} c_{11}^{\prime}=0,  \tag{26}\\
& \left(A^{3}\right)_{23}: c_{4}\left(c_{1} c_{2}+2 c_{4} c_{6}\right)=0,  \tag{27}\\
& \left(A^{3}\right)_{24}: c_{5}\left(c_{3}^{\prime 2}+c_{11}^{\prime 2}+\frac{1}{3} c_{5} c_{9}-c_{3}^{\prime} c_{11}^{\prime}\right)=0,  \tag{28}\\
& \left(A^{3}\right)_{32}: c_{6}\left(c_{1} c_{2}+2 c_{4} c_{6}\right)=0,  \tag{29}\\
& \left(A^{3}\right)_{34}: c_{8}\left(c_{12} c_{13}+2 c_{8} c_{10}\right)=0,  \tag{30}\\
& \left(A^{3}\right)_{42}: c_{9}\left(c_{3}^{\prime 2}+c_{11}^{\prime 2}-c_{3}^{\prime} c_{11}^{\prime}+\frac{1}{3} c_{5} c_{9}\right)=0,  \tag{31}\\
& \left(A^{3}\right)_{43}: c_{10}\left(c_{12} c_{13}+2 c_{8} c_{10}\right)=0,  \tag{32}\\
& \left(A^{3}\right)_{44}: c_{11}^{\prime 3}+\frac{2}{3} c_{5} c_{9} c_{11}^{\prime}-\frac{1}{3} c_{3}^{\prime} c_{5} c_{9}=0,  \tag{33}\\
& \left(A^{3}\right)_{45}: c_{12}\left(c_{12} c_{13}+2 c_{8} c_{10}\right)=0,  \tag{34}\\
& \left(A^{3}\right)_{54}: c_{13}\left(c_{12} c_{13}+2 a_{8} c_{10}\right)=0 . \tag{35}
\end{align*}
$$

From (11) we obtain $c_{1} c_{2}=-1$.
From (26) and (31) we obtain $c_{3}^{\prime}=c_{11}^{\prime}$ and $c_{5} c_{9}=-3 c_{3}^{\prime 2}$.

From (24) we get $c_{4} c_{6}=-\frac{1}{2} c_{1} c_{2}=\frac{1}{2}$.
From (14) we get $c_{3}=0, c_{3}^{\prime}=\frac{1}{2}$.
From (16), (20), and (22a) we get $c_{8} c_{10}=-\frac{3}{2}$ and $c_{11}=-2$.

From (15), (17), (19), and (21) we get $c_{7}=1$.
From (35) we have $c_{12} c_{13}=-2 c_{8} c_{10}=3$.
The rest of the conditions are consistent with these solutions, except (22b), (23a), and (23b) which are not necessarily zero because the projectors applied to the corresponding multispinors are zero.

Equations (14)-(35) imply that each of the tensor fields satisfies the following equations:

$$
\left.\begin{array}{r}
(+p-m) P_{+}(p \mid \psi=0 \\
(-p-m) P_{+}(p) \psi=0 \\
P_{0}(p) \psi=0
\end{array}\right\},
$$

equivalent to $(\gamma p)_{k} \psi=m \psi$;

$$
P_{+}(p) \chi=P_{-}(p) \chi=P_{0}(p) \chi=0,
$$

equivalent to $\chi=0$;

$$
\left.\begin{array}{rl}
(p-m) P_{+}(p) \phi & =0 \\
P_{0}(p) \phi & =0 \\
(-p-m) P_{-}(p) \phi & =0
\end{array}\right\},
$$

equivalent to $(\gamma p)_{k} \phi=m \phi$;

$$
\left.\begin{array}{rl}
(-2 p-m) P_{+}(p) \zeta & =0 \\
P_{0}(p) \zeta & =0 \\
(2 p-m) P_{-}(p) \zeta & =0
\end{array}\right\},
$$

equivalent to $(\gamma p)_{k} \zeta=(m / 2) \zeta$,

$$
P_{+}(p) \Omega=P_{-}(p) \Omega=P_{0}(p) \Omega=0,
$$

equivalent to $\Omega=0$.
In order to have $\phi=0$ we exclude in the Lagrangian those components of the tensor $\phi$ which have only the indices 1 or 2 , since tensor components with indices 3 or 4 are
annihilated by the BWE. (It means that we exclude only the tensor component $\phi^{[12] \mid 12]}$ from the 15 independent components of the tensor $\phi^{[\alpha \beta| | \gamma \delta \mid}$ and similarly in the tensor $\phi^{(\alpha \alpha \beta)(\gamma \gamma)}$.) The tensor fields $\zeta$ are also annihilated by the BWE because of the antisymmetry ${ }^{5}$ of the three indices of $\zeta^{|\alpha / \beta \gamma|]}$.

Finally we want the Lagrangian to be Hermitian; therefore the matrix $A$ in (2) should be Hermitian and hence the coefficient $c$ 's are real and those coefficients symmetric with respect to the principal diagonal should be equal. This is impossible with the $c$ 's but we still have at our disposal the arbitrary coefficient $b$ 's. If we take

$$
b_{1}=1, \quad b_{2}=-1, \quad b_{3}=-1, \quad b_{4}=1, \quad b_{5}=1
$$

we have the desired result, namely,

$$
\begin{aligned}
& a_{1}^{2}=a_{2}^{2}=1, \quad a_{3}=0, \quad a_{3}^{\prime}=-\frac{1}{2}, \\
& a_{4}^{2}=\frac{1}{2}, \quad a_{5}^{2}=\frac{3}{4}, \quad a_{6}^{2}=\frac{1}{2}, \quad a_{7}=-1, \\
& a_{8}^{2}=\frac{3}{2}, \quad a_{9}^{2}=\frac{3}{4}, \quad a_{10}^{2}=\frac{3}{2}, \quad a_{11}=-2, \\
& a_{11}^{\prime}=\frac{1}{2}, \quad a_{12}^{2}=a_{13}^{2}=3 .
\end{aligned}
$$

Substituting these values, we get for the Lagrangian ${ }^{6}$ of massive particle of spin 2,

$$
\begin{aligned}
\mathscr{L}= & \psi \alpha \psi+[\bar{\psi} \widehat{O}(4,3) \chi+\bar{\chi} \widehat{O}(3,4) \psi]-\frac{1}{2} \hat{\chi} \widehat{O}(3,3) \chi \\
& +(1 / \sqrt{2})[\bar{\chi} \hat{O}(3,2) \phi+\bar{\phi} \hat{O}(2,3) \chi]+(\sqrt{3} / 2)[\bar{\chi} \hat{O}(3, \overline{3}) \zeta \\
& +\bar{\xi} \widehat{O}(\overline{3}, 3) \chi]-\bar{\phi} a \phi+(\sqrt{3} / 2) \\
& \times[\bar{\phi} \hat{O}(2, \overline{3}) \zeta+\bar{\xi} \hat{O} \hat{3}, 2) \phi]-2 \bar{\xi} \alpha \zeta+\frac{1}{2} \bar{\xi} \hat{O}(\overline{3}, \overline{3}) \zeta \\
& +\sqrt{3}[\bar{\xi} \widehat{O}(\overline{3}, \overline{4}) \Omega+\bar{\Omega} \widehat{O}(\overline{4}, \overline{3}) \zeta] \\
& -m \bar{\psi} \psi+m \bar{\chi} \chi+m \bar{\phi} \phi-m \bar{\xi} \xi-m \bar{\Omega} \Omega .
\end{aligned}
$$

## 4. DISCUSSION

The use of the iteration of the matrix equations (9) and (10) is required in order to have necessary and sufficient conditions to obtain the BWE for a totally symmetric multispinor of rank 4. [In the case of rank 3, it is easily proved that one needs only to iterate twice the matrix equation. ${ }^{7}$ ] This suggests that we have to iterate $(n-1)$ times in order to obtain the BWE for multispinors of rank $n$.

The solution for the coefficients is unique, but this implies in the case of spin 2 , that the fields $\psi$ and $\phi$ satisfy the BWE, and the rest are zero. But if we want to eliminate also the auxiliary field $\phi$, as desired, we can do it by suppressing one component field in the Lagrangian from the beginning, and then the rest of the components of $\phi$ will be zero at the end.

In the last case, the Lagrangian will be invariant under the symmetric group, namely, under any permutation of the spinorial indices, but it will not be invariant under the complete Lorentz group, since to each spinorial index we have to apply the generators of the Dirac representation.

[^9]${ }^{\text {'If }}$ we take $\psi=\chi=0$ and then
$a_{1}=a_{2}=a_{3}=a_{3}^{\prime}=a_{4}=a_{5}=a_{6}=a_{9}=b_{1}=b_{2}=0$ in the Lagrangian (1), we obtain, from (11)-(35), $a_{7}=a_{8}=a_{10}=a_{11}=1, a_{11}^{\prime}=0$,
$a_{12}=a_{13}=\sqrt{2}, b_{3}=1, b_{4}=b_{5}=-1$ which corresponds to the Lagrangian (after redefinition of the coupling operators $O$ ) found by Larsen and Repko for BWE of rank-4 multispinors representing massive particles of spin 0 .

This iteration leads to the same operator equations for the totally symmet ric multispinors as those found by Larsen and Repko (see Ref. 4). In case of rank-3 spinors the $\beta_{k}$ annihilate the operator $\alpha^{2}-\frac{1}{4} \beta^{2}$, which appears in the component $\left(A^{2}\right)_{11}$ of the matrix equation $A^{2} X=m^{2} X$. In the case of rank-4 spinors the $\beta_{k}$ annihilate the operator $\alpha\left(\alpha^{2}-\beta_{1}^{2}-\beta_{2}^{2}-\beta_{3}^{2}\right)$ which appears in the component $\left(A^{3}\right)_{11}$ of the matrix equation $A^{3} X=m^{3} X$.
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#### Abstract

A conformally invariant quantum electrodynamics is constructed. The setting is realistic spacetime (rather than Euclidean), and a complete Gupta-Bleuler quantization scheme is carried out. Conformal invariance of the quantum field theory (as opposed to either classical field theory or to a theory defined by its Feynman rules) requires a richer Gupta-Bleuler structure than has been considered previously. Yet the essential features of this structure are preserved. The requirement that the wave equation be of second order fixes a unique action that already contains the gaugefixing terms that are required in any complete quantum field theory. The "Lorentz condition" turns out to be the transversality condition $y_{\alpha} a_{\alpha}(y)=0$ (in the manifestly covariant sixdimensional notation); this condition has to be treated in the same way as the Lorentz condition $\partial_{\mu} A_{\mu}(x)=0$ (four-dimensional notation), as a boundary condition on the physical states.


PACS numbers: 12.20.Ds

## I. INTRODUCTION

This paper deals with the problem of setting up a formulation of quantum electrodynamics that is manifestly invariant under the transformations of the full conformal group. To put our work in perspective, a very short review of the history of the subject may be useful.

The invariance of Maxwell's equations has been known since the early papers of Cunningham and Bateman. ' The six-dimensional formalism that makes the invariance manifest was invented by Dirac ${ }^{2}$ and developed by Mack and Salam ${ }^{3}$ and many others. ${ }^{4}$ As far as classical electrodynamics is concerned, we have little to add. Conformal invariance in quantum field theory was exploited by Baker and Johnson, ${ }^{5}$ by Mack and Symanzik, ${ }^{6}$ by Adler, ${ }^{7}$ and by many others, ${ }^{8}$ but all these authors were primarily concerned with the Green's functions of the theory, or with the Feynman rules. Here we do have something new, namely, a complete Gupta-Bleuler quantization procedure that is manifestly conformally invariant. Much of the work cited was carried out on the Euclidean version of electrodynamics; this may be convenient for the study of Green's functions, but it would completely distort the salient features of the Gupta-Bleuler quantization scheme. This paper is concerned exclusively with real, Minkowski space-time electrodynamics.

Motivation for the present investigation comes from suggestions that have repeatedly been put forward, concerning conformally covariant theories of gravity and supergravity. While Einstein's action may be dominant at low energies, other terms in the action may be responsible for high energy behavior. The conformally invariant action of Weyl ${ }^{9}$ is particularly tantalizing. Indeed, theories that contain both the Weyl action and the Einstein-Hilbert action have sometimes been called "manifestly renormalizable." The idea is that the conformally invariant Weyl action dominates at high energies, providing an ultraviolet cutoff that makes the theory renormalizable, while the conformal symmetrybreaking Einstein action dominates at low energies and accounts for observed phenomena. ${ }^{10}$ It is believed ${ }^{11}$ that such theories contain ghosts, because of the appearance of higher order derivatives. So it may be, but it seems that the question
has never been fully investigated. The work presented here lays the groundwork for a thorough investigation of conformally invariant quantum gravity.

The spectacular development of modern gauge theories is another source of inspiration. Some of these theories are conformally invariant in the classical formulation. ${ }^{12}$ The Gupta-Bleuler structure has been extended by the introduction of Faddeev-Popov ghosts ${ }^{13}$ and play a major role in the BRS quantization scheme ${ }^{14}$ for field theories of the YangMills type, including gravity and supergravity. ${ }^{15}$ The Gupta-Bleuler structure appears to be very fundamental and further studies seem to be called for, particularly in the context of nonconventional gauge theories ${ }^{16}$ and in conformally invariant field theories.

The connection between renormalizability (both ultraviolet and infrared) and dilatation invariance is easily understood in terms of power counting. There is a strong suspicion, however, that full conformal invariance may play a deeper role in the renormalization program. This is especially evident in the case of the problems of the infrared and the phenomenon of anomalous dimensions (see Todorov et al., Ref. 8). But most previous work on conformal invariance has been concerned with the properties of Green's functions, and not with quantum fields. As we shall show here, the full incorporation of conformal invariance in a canonical theory of quantum fields requires the introduction of additional gauge fields. The effect that these new fields may have on the renormalization program has not yet been examined. We suggest that such an investigation may be fruitful, not only in QED, but perhaps especially in nonabelian gauge theories.

The idea that massless particles may be composites ${ }^{17}$ is gaining ground. In one of these modern versions of the "neutrino theory of light," the constituents are described by a new type of field theory. ${ }^{18}$ The physical state space of these fields is dramatically reduced in comparison with conventional fields, and for this reason an equivalent three-dimensional formulation may be preferable. This leads to threedimensional, conformally invariant field theories, ${ }^{19}$ which provides another area for application of the ideas of this paper.

The main results of this paper are included in the following summary. Section II is a brief outline of the familiar Gupta-Bleuler quantization scheme for quantum electrodynamics. The purpose of including this well-known material is to establish a terminology that will be applied later in another context; in particular, the notion of Gupta-Bleuler triplets is presented in such a manner as will facilitate generalizations.

Section III initiates the study of conformal QED with an account of the relevant representations of $\operatorname{SO}(4,2)$. These are representations with positive energy, and they are therefore characterized (not always uniquely) by a minimal weight. The phenomenon that characterizes gauge theories, and leads to indefinite-metric quantization, is the appearance in a field theory of representations that "leak," that is, indecomposable representations. Among representations with minimal weight, opportunities for leakage occur only in very exceptional cases, and a fairly complete classification of the possibilities is carried out. A very simple derivation of sufficient (and, as it turns out, necessary) conditions for the unitarity of minimal weight representations is also given.

Section IV introduces Dirac's manifestly covariant formalism of symmetric tensor fields on the 6-cone. Conditions for the existence of conformally invariant wave equations (of any order) are given. Invariant subspaces of fields are defined by means of subsidiary conditions: transversality, divergencelessness, tracelessness. These subspaces usually carry irreducible (projective) representations of the conformal group; however, in exceptional cases they contain invariant subspaces of "gauge fields." There are two main types, "current type gauge fields" and "gradient type gauge fields." These gauge subspaces are not invariantly complemented and signal the presence of a gauge structure. An intimate correspondence is established between these exceptional gauge structures and the nondecomposable representations conjectured in Sec. III, and the existence of some of the latter is demonstrated. In physical terms, what becomes known at this stage are the "physical photons" and the "gauge photons." The "scalar photons" (the third component of the Gupta-Bleuler triplet, needed for quantization) have not yet appeared.

The "scalar photons" may be found by analyzing the propagators, and this is done in Secs. V and VI. The analysis is carried to completion in the cases that are of interest for electrodynamics. The scalar photons are described. The propagator has precisely the structure that guarantees that only physical photons propagate between conserved currents. The "Lorentz condition," that is, the condition that removes the scalar photons, turns out, surprisingly, to be the condition of transversality, $y_{\alpha} a_{\alpha}(y)=0$, and not, as expected, the condition of divergencelessness, $\partial_{\alpha} a_{\alpha}=0$. Consequently, $y_{\alpha} a_{\alpha}=0$ is a condition that cannot be imposed on the quantized field. Instead, it must be enforced as a boundary condition on the physical states. The suitability of this boundary condition is confirmed by the fact that $y_{\alpha} a_{\alpha}$ is a free field.

An action principle is formulated in Sec. VII. Under the requirement of strict conformal invariance there is no sec-ond-order, gauge invariant wave equation. For the formula-
tion of a classical field theory, where full gauge invariance of the field equations may be desirable, there is a gauge and conformal invariant wave equation of the third order. To formulate a quantum field theory, one needs to introduce gauge fixing terms in the action. The simplest choice is to drop the third-order terms; one is thus led to a unique sec-ond-order, conformally invariant wave equation. In this gauge the theory is easily quantized in the Gupta-Bleuler manner. Previous treatments of the Feynman rules and the Green's functions of conformal electrodynamics have restricted the vector potential by imposing transversality, $y \cdot a=0$, from the outset. This is why Adler, ${ }^{7}$ for example, must use a propagator that is not covariant. It is thus crucial to recognize that $y \cdot a=0$ plays the role of Lorentz condition for conformal QED. When interactions are included, then one finds, in addition to the gradient-type gauge phenomena associated with the potential, that current-type gauge transformations also appear.

Section VIII contains all our main conclusions about conformal QED in the ordinary, four-dimensional notation. It has been written so as to be as self-contained as possible, and it will therefore not be summarized in this place. The main feature is the appearance of two spinless fields, and an extension of the indefinite metric space of one-particle states. Section IX discusses the breakdown of conformal symmetry by the introduction of a causal structure, and suggests future developments.

## II. GUPTA-BLEULER TRIPLET IN QED

Classical electrodynamics employs a fully gauge invariant action. In QED, however, it is necessary to choose a propagator, and this implies a choice of gauge. According to the modern view, the propagator is fixed by the choice of an action that includes gauge fixing terms, as originally suggested by Fermi. ${ }^{20}$ The simplest choice is

$$
\begin{equation*}
L=\int d x\left(\frac{1}{2} A_{\mu} \square A_{\mu}-A \cdot J\right) \tag{2.1}
\end{equation*}
$$

The current will be treated, for the present, as fixed and external. It must be conserved, $\partial \cdot J=0$. The field equation is $\square A=J$.

To prepare for quantization one begins with free fields with positive energy satisfying

$$
\begin{align*}
& \square A_{\mu}=0  \tag{2.2}\\
& \|A\|^{2} \equiv-\int d^{3} x A_{\mu} i \ddot{\partial}_{0} A_{\mu}<\infty \tag{2.3}
\end{align*}
$$

The norm is indefinite, and this is the crux of the problem. The Poincare group acts on the vector fields in the usual way, preserving both (2.2) and (2.3). [The restriction to positive energies will be maintained, although this will not always be emphasized, throughout this paper.]

The Gupta-Bleuler triplet $\mathscr{Y}^{\prime \prime} \supset \mathscr{Y} \supset \mathscr{Y}_{g}$ will now be defined. The space $\mathscr{Y}_{g}$ of "gauge states" or "longitudinal photons" consists of all (positive energy) solutions of (2.2), (2.3) of the form $A_{\mu}=\partial_{\mu} \Lambda$. This space is invariant for the action of the Poincaré group. The space $\mathscr{V}$ consists of all solutions of (2.2), (2.3) that satisfy the Lorentz condition

$$
\begin{equation*}
\partial \cdot A=0(\text { Lorentz condition }) . \tag{2.4}
\end{equation*}
$$

Although $\mathscr{V}_{g}$ is an invariant subspace of $\mathscr{V}$, it is not invar-
iantly complemented. The quotient space $\mathscr{V} / \mathscr{V}_{g}$ of equivalence classes is the space of "physical states," or "transverse photons." Finally, $\mathscr{V}^{\prime}$ ' is the space of all solutions of (2.2), (2.3). Although $\mathscr{V}^{\prime}$ is an invariant subspace of $\mathscr{V}^{\prime}$, it has no invariant complement in $\mathscr{V}^{\prime}$. The quotient space $\mathscr{V}^{\prime} / \mathscr{V}$ is the space of "scalar states" or "scalar photons." The appearance of this triplet seems to be universal in gauge theories, and crucial for quantization. Most of the following also appears to be very general, and the terminology (gauge states, physical states, scalar states, Lorentz condition) will be applied in a wider context.

The norm (2.3) is indefinite. When it is restricted to $\mathscr{V}$ it becomes semidefinite. The radical of (2.3) in $\mathscr{V}$ (the set of all fields in $\mathscr{V}$ orthogonal to $\mathscr{V}$ ) is $\mathscr{V}_{g}$; a positive-definite norm is thus induced on $\mathscr{V} / \mathscr{V}_{g}$, and completion turns this space of physical states into a Hilbert space $\mathscr{H}$. The action of the Poincaré group in $\mathscr{H}$ is the unitary representation $D(0,1) \oplus D(0,-1), D(0, \lambda)$ being the UIR with zero mass and discrete helicity $\lambda$. The subspace $\mathscr{V}_{g}$ may also be turned into a Hilbert space, in which the action of the Poincare group is $D(0,0)$. Finally, a representation equivalent to $D(0,0)$ is induced in $\mathscr{V}^{\prime \prime} / \mathscr{Y}$. Altogether, the space of (positive energy) solutions of (2.2), (2.3) carries a representation that is indecomposable and equivalent to the triplet

$$
\begin{equation*}
D(0,0) \rightarrow[\mathrm{D}(0,1) \oplus D(0,-1)] \rightarrow D(0,0) \tag{2.5}
\end{equation*}
$$

The arrow denotes semidirect sum. It points towards the invariant subrepresentation; that is, in the direction of the leak.

In Gupta-Bleuler quantization ${ }^{21}$ all three kinds of states are associated with quantum excitations, and all three contribute to the quantum field operator $\hat{A}_{\mu}(x)$. This is defined in terms of creation and destruction operators acting in an indefinite metric Fock space:

$$
\begin{equation*}
\hat{A}_{\mu}(x)=\sum_{i} A_{\mu}^{(i)}(x) b^{(i)}+\text { h.c. } \tag{2.6}
\end{equation*}
$$

The "homogeneous propagator," or "reproducing kernel," is the vacuum expectation value

$$
\begin{equation*}
K_{z^{v}}\left(x, x^{\prime}\right)=\langle 0| \hat{A}_{\mu}(x) \hat{A}_{v}\left(x^{\prime}\right)|0\rangle \tag{2.7}
\end{equation*}
$$

This is regarded as the distribution kernel of an operator $K$ in (2.3). It has a modal decomposition

$$
\begin{equation*}
K_{\mu}^{\prime}{ }^{\prime}\left(x, x^{\prime}\right)=\sum_{i} A_{\mu}^{(i)}(x) \overline{A_{v}^{(i)}\left(x^{\prime}\right)} . \tag{2.8}
\end{equation*}
$$

The Lorentzian metric makes this operator nonpositive. Broken up into photon types, the decomposition (2.8) may be rendered symbolically by

$$
\begin{equation*}
K=\sum P \bar{P}+\sum S \bar{G}+\sum G \bar{S} \tag{2.9}
\end{equation*}
$$

The first term represents the contribution of the physical states. It is positive, but noninvariant because of the leak into gauge states. In the other terms, $G$ stands for gauge fields and $S$ for scalar-photon fields. These terms make $K$ invariant but destroy positivity. It is therefore important, in order that the theory be unitary, that the $S, G$ terms do not contribute propagating waves. This comes about because current conservation, $\partial \cdot J=0$ is equivalent to
$(J, G) \equiv \int d^{4} x J_{\mu}(x) \partial_{\mu} \Lambda(x)=-\int d^{4} x \Lambda(x) \partial \cdot J(x)=0$.

Wave propagation between a source $J$ and a detector $J^{\prime}$ is expressed by $\left(J, K J^{\prime}\right)$, and if both $J$ and $J^{\prime}$ are conserved, then only the $\overrightarrow{P P}$ terms contribute. The crucial property of $K$ is thus the absence of $\bar{S}$ terms in (2.9).

To sum up: In Gupta-Bleuler quantization one obtains a covariant propagator by quantizing all modes, including the scalar modes. The Lorentz condition (2.4) is thus not satisfied by the quantum field operator: $\partial \cdot \hat{A} \neq 0$. Nevertheless, the scalar and gauge photons do not interact. This may be seen in another way, by noting that the field equation $\square \hat{\boldsymbol{A}}=J$ and current conservation $\partial \cdot J=0$ give

$$
\begin{equation*}
\square \partial \cdot \hat{A}=O \tag{2.11}
\end{equation*}
$$

so that the scalar field $\partial \cdot \hat{A}$ is a free field.
The essential aspect of the Gupta-Bleuler triplet is displayed by (2.5). Physical state space occupies a central position between two similar unphysical objects. Under Poincaré transformations, states with helicity $\pm 1$ leak to gauge states. To obtain a covariant propagator, one needs a dual set of states, the scalar photons, that leak to the physical states. The expansion (2.8) shows that the representations associated with gauge and scalar states must be equivalent to each other. This is why the two outer elements of (2.5) are the same.

## III. MINIMAL WEIGHT REPRESENTATIONS OF SO(4,2)

The UIR's $D(0,1)$ and $D(0,-1)$ of the Poincaré group that are associated with the physical photons of QED have unique extensions ${ }^{22}$ to unitary irreducible representations of $\mathrm{SO}(4,2)$, the double covering of the conformal group. In the notation to be introduced below, these two UIR's of $\mathrm{SO}(4,2)$ will appear as $D(2,1,0)$ and $D(2,0,1)$. They have the remarkable property of remaining irreducible when restricted to the Poincare subgroup, ${ }^{23}$ and it is evident that they must play an important role in the description of the physical states of conformal QED. The representation $D(0,0)$ of the Poincaré group also has a unique extension to $\mathrm{SO}(4,2)$, but the triplet (2.5) does not. Therefore, one does not yet know what representations of $\mathrm{SO}(4,2)$ are associated with the gauge and scalar photons in conformal QED.

The representations of $\mathrm{SO}(4,2)$ will not be investigated directly, but indirectly by means of the representations of the Lie algebra so( 4,2 ). A representation of so(4,2) will be said to be unitary if it can be integrated to a unitary representation of a covering of $\mathrm{SO}(4,2)$. For calculations a basis for so $(4,2)$ will be used, denoted $\left\{L_{\alpha \beta}\right\}$ with $\alpha, \beta=0,1, \ldots, 5$ and $L_{\alpha \beta}=-L_{\beta c}$. The commutation relations are
$\left[L_{\alpha \beta}, L_{\gamma \delta}\right]=i\left(\delta_{\beta \gamma} L_{\alpha \delta}+\delta_{\alpha \delta} L_{\beta \gamma}-\delta_{\beta \delta} L_{\alpha \gamma}-\delta_{\alpha \gamma} L_{\beta \delta}\right)$,
$\left(\delta_{\alpha \beta}\right)=\operatorname{diag}(+1,-1,-1,-1,-1,+1)$.
A maximum compact subalgebra is generated by $L_{05}$, that spans so(2), and by $\left\{L_{i j}\right\}, i, j=1,2,3,4$, that span so(4). The generator $L_{05}$ is interpreted physically as an energy, and so its spectrum must be positive in all representations associat-
ed with physical states. Interest consequently focuses on representations with minimal weights.

Roots and weights will be referred to the ordered basis

$$
\begin{equation*}
H_{1}=L_{05}, H_{2}=\frac{1}{2}\left(L_{12}+L_{34}\right), H_{3}=\frac{1}{2}\left(L_{12}-L_{34}\right) \tag{3.3}
\end{equation*}
$$

of a Cartan subalgebra. A weight or a root is thus labeled by three real numbers and written $\left(E, j_{1}, j_{2}\right)$; it is positive if $E>0$, or if $E=0$ and $j_{1}<0$, or if $E=j_{1}=0$ and $j_{2}<0$. With this convention, a "minimal weight" will have the smallest value of $E$ and among the weights with the same value of $E$ it will have the largest value of $j_{1}$ and $j_{2}$. Any irreducible representation of so $(4,2)$ that contains a minimal weight $\left(E_{0}, j_{1}, j_{2}\right)$ is determined up to equivalence by that weight and will be denoted $D\left(E_{0}, j_{1}, j_{2}\right)$. All representations considered here, whether irreducible or not, are $K$-finite, which implies that each subspace of fixed $E$ (every eigenspace of $L_{05}$ ) contains only finite-dimensional representations of so(4) (see Appendix A). The weight $\left(E_{0}, j_{1}, j_{2}\right)$ will be said to be $K$-finite if $D\left(E_{0}, j_{1}, j_{2}\right)$ is $K$-finite.

All representations directly associated with physical states must be unitary, but gauge theories are characterized by nondecomposable representations in which the physical representations appear as (unitary) subquotients. It is important, therefore, to know what irreducible representations can be combined to form nondecomposable representations. If $A$ and $B$ are representations and if we denote by

$$
A \rightarrow B
$$

a semidirect sum of representations, acting in a space $V=V_{A} \oplus V_{B}$ with $B$ acting in the invariant subspace $V_{B}$, then $V_{A}$ will be said to leak into $V_{B}$ and $A$ will be said to leak into $B$. (This is because a vector initially lying in $V_{A}$ will acquire a component lying in $V_{B}$ after some group action.) The notation $A \rightarrow B$ will be used only for representations that are not equivalent to $A \oplus B$. It is an elementary fact that if $A$ and $B$ are irreducible, then a necessary condition for the existence of a nondecomposable representation $A \rightarrow B$ is that $A$ and $B$ have the same values for all the Casimir operators. ${ }^{24}$ If $A$ and $B$ are irreducible representations with minimal weights $w_{A}$ and $w_{B}$, then this condition is the same as the requirement that $w_{A}$ is related to $w_{B}$ by a Weyl reflection (see Appendix A). In this case we say that the two minimal weights are Weyl-equivalent. The requirement that $w_{A}$ be $K$ finite brings a further restriction, so that not all weights that are Weyl-equivalent are relevant. [In our context, at least, leakage into a representation that is not $K$-finite cannot occur.]

Let $\left\{R\left(E_{0}, j_{1}, j_{2}\right)\right\}, E_{0} \in R$, denote a family of indecomposable or irreducible $K$-finite representations of so(4,2) with multiplicity-free minimal weight $\left(E_{0}, j_{1}, j_{2}\right)$. The $K$-finiteness of $R\left(E_{0} j_{0}, j_{2}\right)$ implies that $2 j_{1}$ and $2 j_{2}$ are nonnegative integers. It is well known that if $\left(E_{0}, j_{1}, j_{2}\right)$ is dominant, then there is no Weyl-equivalent weight lying within the weight diagram of $R\left(E_{0}, j_{1}, j_{2}\right)$ and so $R\left(E_{0}, j_{1}, j_{2}\right)$ cannot contain an invariant subrepresentation. Precisely, there is no $K$-finite weight equivalent to and higher than $\left(E_{0}, j_{1}, j_{2}\right)$ if

$$
E_{0}> \begin{cases}j_{1}+j_{2}+2, & j_{1}>0 \text { and } j_{2}>0,  \tag{3.4}\\ j_{1}+j_{2}+1, & j_{1}=0 \text { or } j_{2}=0,\end{cases}
$$

and $R\left(E_{0}, j_{1}, j_{2}\right)$ is irreducible whenever the inequality holds. It turns out that this condition is also sufficient for unitarity. The derivation of (3.4) as well as a demonstration of unitarity. is relegated to Appendix A.

So $R\left(E_{0}, j_{1}, j_{2}\right)$ is unitary and irreducible as long as the inequality (3.4) holds. Suppose we gradually decrease $E_{0}$ until the limit is reached. There then appears within the weight diagram of $R\left(E_{0}, j_{1}, j_{2}\right)$ a pair of weights Weyl equivalent to $w_{A}=\left(E_{0}, j_{1}, j_{2}\right)$, namely,

$$
\begin{equation*}
w_{B, 1}=\left(j_{1}+j_{2}+3, j_{1}-\frac{1}{2}, j_{2}-\frac{1}{2}\right), \quad j_{1}, j_{2}>0 \tag{3.5}
\end{equation*}
$$

or, if either $j_{1}$ or $j_{2}$ equals zero,

$$
\begin{equation*}
w_{B, 2}=\left(j_{1}+j_{2}+3, j-1,0\right), \quad j=j_{1}+j_{2} \tag{3.6}
\end{equation*}
$$

There is thus an opportunity, but no assurance, for $R\left(E_{0}, j_{1} ; j_{2}\right)$ to become indecomposable.

It will be shown in Sec. IV that when $j_{1}=j_{2}=\mathrm{s} / 2>0$ and the limit

$$
\begin{equation*}
E=j_{1}+j_{2}+2 \tag{3.7}
\end{equation*}
$$

is reached, then there does indeed exist an indecomposable representation $A \rightarrow B$ where $A$ and $B$ have minimal weights

$$
\begin{equation*}
w_{A}=(s+2, s / 2, s / 2), \quad w_{B}=\left(s+3, s / 2-\frac{1}{2}, s / 2-\frac{1}{2}\right) \tag{3.8}
\end{equation*}
$$

Representations of this type can be associated with "current type gauge fields."

When $E_{0}$ is decreased further, below (3.4), then
$R\left(E_{0}, j_{1}, j_{2}\right)$ again becomes irreducible (although nonunitary) unless $E_{0}$ is integral. But when $E_{0}$ reaches the values

$$
\begin{equation*}
E_{0}=j_{1}+j_{2}+3-n, \quad n \leqslant \min \left\{2 j_{1}, 2 j_{2}\right\} \tag{3.9}
\end{equation*}
$$

then a Weyl-equivalent weight

$$
\begin{equation*}
w_{B . n}\left(j_{1}+j_{2}+3, j_{1}-n / 2, j_{2}-n / 2\right) \tag{3.10}
\end{equation*}
$$

appears within the weight lattice of $R\left(E_{0}, j_{1}, j_{2}\right)$ and so there is again an opportunity for an indecomposable structure within $R\left(E_{0}, j_{1}, j_{2}\right)$. Representations of this type may be associated with "current type gauge fields of order $n$."

A qualitatively different phenomenon occurs when $E_{0}$ reaches the value

$$
\begin{equation*}
E_{0}=\left|j_{1}-j_{2}\right|+1 \tag{3.11}
\end{equation*}
$$

At this point another Weyl-equivalent weight appears above ( $E_{0} j_{1} j_{2}$ ):

$$
\begin{equation*}
w_{C}=\left(\left|j_{1}-j_{2}\right|+2, j_{>}-\frac{1}{2}, j_{<}+\frac{1}{2}\right) \tag{3.12}
\end{equation*}
$$

where $j_{>}\left(j_{<}\right)$is the greater (lesser) of the pair $\left\{j_{1}, j_{2}\right\}$. In the special case when $j_{1}=j_{2}=s / 2>0$, we obtain the following set of $K$-finite Weyl equivalent weights when $E_{0}$ reaches unity:

$$
\begin{aligned}
& w_{A}=(1, s / 2, s / 2), \\
& w_{B, s}=(s+3,0,0) \\
& w_{C}=(3, s / 2, s / 2) \\
& w_{D}=\left(2, s / 2+\frac{1}{2}, s / 2-\frac{1}{2}\right), \\
& w_{E}=\left(2, s / 2-\frac{1}{2}, s / 2+\frac{1}{2}\right) .
\end{aligned}
$$

Thus, we may have, for example,
$\left[D\left(2, s / 2+\frac{1}{2}, s / 2-\frac{1}{2}\right) \oplus D\left(2, s / 2 \rightarrow D(1, s / 2, s / 2)-\frac{1}{2}, s / 2+\frac{1}{2}\right)\right]$.
It will be shown in the next section that this structure does, in fact, occur and describes "gradient type gauge fields."

## IV. CONFORMAL FIELDS

The manifestly covariant 6-cone formalism was invented by Dirac ${ }^{2}$ and developed by Mack and Salam ${ }^{3}$ and many others. It is sufficiently well known that detailed explanations can be omitted. The main point is that the action of $\mathrm{SO}(4,2)$ in Minkowski space is linearized by introducing two extra coordinates that are subsequently made redundant by a constraint and a projection.

In $R^{6}$ introduce coordinates $\left(y_{\alpha}\right), \alpha=0,1,2,3,4,5$, and the pseudo-Euclidean metric $\delta$ defined by $\delta(y) \equiv y^{2} \equiv y_{\alpha} y_{\alpha}$ $\equiv y_{0}^{2}-\mathbf{y}^{2}+y_{5}^{2}$. Note that $\mathbf{y}$ stands for $\left(y_{1}, y_{2}, y_{3}, y_{4}\right)$ in this and subsequent sections, and $\mathbf{y}^{2}=y_{1}^{2}+y_{2}^{2}+y_{3}^{2}+y_{4}^{2}$. The 6 -cone is the subset defined by $\boldsymbol{y}^{2}=0$; it is, of course, fivedimensional. Reduction to four dimensions is achieved by projection; that is, by fixing the degrees of homogeneity of all the fields. The resulting projective cone can be identified with compactified Minkowski space. [The projective cone is the homogeneous space $\mathrm{SO}(4,2) / H \otimes Z_{2}$, where $H$ is the 11parameter Weyl group.]

The field that will be studied in greatest detail in this paper is the electromagnetic potential. The traditional approach associates this with (the restriction to $y^{2}=0$ of) a vector field on $R^{6}$. Except for equivalent spinorial formulations, this seems to be the only one that has been investigated. In this section it will be useful to widen the scope somewhat and deal with symmetrical tensor fields of arbitrary degree. In order to avoid cumbersome indices, a set $\left(z_{\alpha}\right)$, $\alpha=0,1,2,3,4,5$, of auxiliary variables will be introduced, and the symmetric tensor field $h$ with components $h_{\alpha \ldots .}$ will be replaced by the polynomial

$$
\begin{equation*}
\psi(y, z)=h_{\alpha_{1} \cdots \alpha_{1}}(y) z_{\alpha_{1}} \cdots z_{\alpha_{1}} \tag{4.1}
\end{equation*}
$$

The degree of homogeneity in $y$ will be denoted $N$; thus

$$
\begin{align*}
& \hat{N} \psi=N \psi, \quad \hat{n} \psi=s \psi  \tag{4.2}\\
& \hat{N}=y \cdot \partial_{y}, \quad \hat{n} \equiv z \cdot \partial_{z} \tag{4.3}
\end{align*}
$$

The number $s$, sometimes identified with spin, is a nonnegative integer. The number $N$ is real and, in the most important cases, a negative integer. The fields may be multivalued on the cone, and are thus to be understood as sections of a line bundle over the cone, the bundle being determined by $N$.

Wave equations, subsidiary conditions, etc., must be expressed in terms of operators that are defined intrinsically on the cone. An intrinsically defined differential operator acts on functions over $R^{6}$ in such a way as to leave invariant the subspace of functions that vanish on the cone. Thus, if $D$ is an intrinsic differential operator, then there is another operator $D^{\prime}$ such that $D y^{2}=y^{2} D^{\prime}$. It will be convenient to set $z^{2}=0$ also, and consider operators that are intrinsic to $y^{2}=z^{2}=0$. Invariant, intrinsic operators are sums of products of the following:

$$
\begin{align*}
& \mathrm{Tr}=y \cdot z \quad \partial_{z}^{2}-(2 \hat{n}+d+1) y \cdot \partial_{z}  \tag{4.4}\\
& \mathrm{Div}=y \cdot z \partial_{y} \cdot \partial_{z}-z \cdot \partial_{y} y \cdot \partial_{z}  \tag{4.5}\\
& \mathrm{Grad}=y \cdot z \partial_{y}^{2}-(2 \hat{N}+d+1) z \cdot \partial_{y} \tag{4.6}
\end{align*}
$$

The parameter $d$ is equal to 3 in the case of present interest. More generally, $d$ is the number of space dimensions, $y^{2}=0$ is a cone in $R^{d+3}$, and the conformal group is $\mathrm{SO}(d+1,2)$.

This simple generalization will save the labor of repeating the whole discussion when the case $d=2$ comes up later.

The Casimir operators of so $(d+1,2)$ can be expressed in terms of Tr, Div and Grad. In particular,
$Q \equiv \frac{1}{2} \sum L_{\alpha \beta} L_{\alpha \beta}=\hat{N}(\hat{N}+d+1)+\hat{n}(\hat{n}+d-1)-2$ Div.

## Thus, for fields that satisfy the subsidiary condition

$\operatorname{Div} \psi=0$ (divergenceless), $Q$ is fixed by the degrees $N$ and $s$. If $\operatorname{Tr} \psi=\operatorname{Div} \psi=0$ and $N, s$ are fixed, then all the Casimir operators reduce to multiplication by constants. It sometimes happens, for the most degenerate representations, that other elements of the enveloping algebra are fixed. Examples are

$$
\begin{equation*}
C^{\mu \cdots \cdots} \equiv \epsilon^{\alpha \beta \gamma \delta \mu \nu \cdots} L_{\alpha \beta} L_{\gamma \delta} \tag{4.8}
\end{equation*}
$$

that may vanish if $d=2$ and may reduce to a multiple of $L^{\mu \nu}$ if $d=3$, and

$$
\begin{equation*}
C_{\alpha \beta}^{\prime} \equiv L_{\alpha \gamma} L_{\gamma \beta}+L_{\beta \gamma} L_{\gamma \alpha} \quad\left\{=[-4 /(d+3)] Q \delta_{\alpha \beta}\right\} \tag{4.9}
\end{equation*}
$$

The values given in parenthesis are the only eigenvalues possible. One has, up to a numerical factor,

$$
\begin{align*}
& \sum C^{\mu \gamma \cdots} C^{\mu \nu \cdots} \\
& \quad \propto\left[2 \operatorname{Div}+(d-1)^{2}+(2 \hat{n}+d-1)(2 \hat{N}+d+1)\right] \operatorname{Div} \\
& \quad-2\left[z \cdot y \partial_{y}^{2}-(2 \hat{N}+d+1) z \cdot \partial_{y}\right] \mathrm{Tr} \\
& \quad+2 \hat{n}(\hat{n}+d-1)(\hat{N}+1)(\hat{N}+d) . \tag{4.10}
\end{align*}
$$

Therefore, if $\operatorname{Tr}$ and Div vanish, then (4.8) cannot vanish unless either $s=0$ (trivial case) or $N=-1$ or $N=-d$. The possibility that $C$ or $C^{\prime}$ may be fixed will not be explored systematically, but it will be discussed later on a case by case basis (see the end of Sec. V).

## Wave equations

The only candidate for a second order wave operator on the cone is $\partial_{y}^{2}$, and this is intrinsic only if $2 N=1-d$, as may be seen from Eq. (4.6). More generally, it is easy to check that $\left(\partial_{y}^{2}\right)^{k}$ is intrinsic only if it acts on fields that are homogeneous of degree $N=k-\frac{1}{2}(d+1)$ in $\left(y_{\alpha}\right)$. In particular, for $d=3$, $\partial_{y}^{2}$ is intrinsic if $N=-1$ and $\left(\partial_{y}^{2}\right)^{2}$ if $N=0$. For $d=2, \partial_{y}^{2}$ is intrinsic if $N=-\frac{1}{2}$ and $\left(\partial_{y}^{2}\right)^{2}$ if $N=\frac{1}{2}$.

## Subsidiary conditions

The action of sol $(d+1,2)$ on $h$ is highly reducible even if $N$ is fixed and the wave equation (when it is applicable) is imposed. To improve on this situation, one imposes subsidiary conditions on $h$ : transversality, $y_{\alpha} h_{\alpha \ldots}=0$; divergencelessness, $\partial_{\alpha} h_{\alpha \ldots}=0$; tracelessness, $h_{\alpha \alpha \ldots}=0$. In terms of $\psi(y, z)$ these conditions read $y \cdot \partial_{z} \psi=0, \partial_{z} \cdot \partial_{z} \psi=0$, and $\partial_{z}^{2} \psi=0$, respectively. If $y^{2}=z^{2}=0$, then the trace condition becomes redundant, and the other two take the form

$$
\begin{align*}
& \operatorname{Tr} \psi=0 \quad\left(y_{\alpha} h_{\alpha \ldots}=0\right)  \tag{4.11}\\
& \operatorname{Div} \psi=0 \quad\left(y_{\alpha} \partial_{\beta} h_{\beta \ldots}-\partial_{\alpha} y_{\beta} h_{\beta \ldots}=0\right) \tag{4.12}
\end{align*}
$$

The space of solutions of (4.11), (4.12) and the wave equation (when applicable) can sometimes be partially reduced by recognizing the existence of certain invariant subspaces. These
invariant subspaces are not invariantly complemented; they are therefore associated with indecomposable representations and with gauge theories.

## Gauge fields

There are two main types. "Current type" gauge fields are of the form $\psi=y \cdot z \Lambda$, where $\Lambda$ is a polynomial in $\left(z_{\alpha}\right)$. Equations (4.11), (4.12) give these restrictions on $\Lambda$ :

$$
\begin{equation*}
\operatorname{Tr} \Lambda=0, \quad[\operatorname{Div}+\hat{N}+\hat{n}+d+1] \Lambda=0 \tag{4.13}
\end{equation*}
$$

Now there are several possibilities. If $\operatorname{Div} \Lambda=0$, then $(\hat{N}+\hat{n}+d-1) \psi=0$. Such fields will be called first-order (current type) gauge fields. They appear as gauge photons in de Sitter electrodynamics, and in connection with the conformal electromagnetic current. Alternatively, $\Lambda$ may also be a current type gauge field, $\Lambda=(y \cdot z) \Sigma$ or $\psi=(y \cdot z)^{2} \Sigma$. In general, a (current type) gauge field of order $k$ has the form $\psi=(y \cdot z)^{k} \Sigma$, with $\operatorname{Tr} \Sigma=\operatorname{Div} \Sigma=0$; it satisfies the subsidiary conditions (4.11), (4.12) only if $N+s+d=k$. Evidently, $k \leqslant s$ so that $N+d \leqslant 0$, and the wave equation is not applicable to current type gauge fields.

If one should want additional justification for calling these fields gauge fields, then it may be pointed out that a de Rham type cohomology can be built up, starting with the notion that an "exact" field is the form $(y \cdot z) \Lambda$ and a "closed" field is one that satisfies $\operatorname{Tr} \psi=0$. This becomes particularly evident after performing a Fourier transformation. There is an application of this notation in connection with the conformal currents.
"Gradient type" gauge fields are of the form $\psi=\operatorname{Grad} \Lambda$. Equations (4.11), (4.12) impose constraints on A:

$$
\begin{align*}
\operatorname{Tr} \psi= & \operatorname{Grad} \operatorname{Tr} \Lambda+(\hat{n}-\hat{N})[4 \operatorname{Div}-(2 \hat{n}+d+1) \\
& \times(2 \hat{N}+d-1)] \Lambda=0  \tag{4.14}\\
\operatorname{Div} \psi= & \operatorname{Grad}(\operatorname{Div}+\hat{n}-\hat{N}) \Lambda=0 \tag{4.15}
\end{align*}
$$

Again, there are several possibilities. If $\operatorname{Tr} \Lambda=\operatorname{Div} \Lambda=0$, then $(\hat{N}-\hat{n}+2) \psi$ must vanish. In this case $\psi=\operatorname{Grad} \Lambda$ will be called a first-order (gradient type) gauge field. Such fields appear in conformal electrodynamics and also in de Sitter electrodynamics. Alternatively, $\Lambda$ itself may be a gauge field. It would be straightforward to classify all possibilities.

If $\psi=\operatorname{Grad} \Lambda$ is a vector field $(s=1)$, then $N=-1$ and the wave equation $\partial_{y}^{2} \psi=0$ makes sense if $d=3$. In this case $\Lambda$ is of degree zero in $\left(y_{\alpha}\right)$ as well as in $\left(z_{\alpha}\right)$, and must satisfy the equation

$$
\begin{equation*}
\left(\partial_{y}^{2}\right)^{2} \Lambda=0 \tag{4.16}
\end{equation*}
$$

This is the gauge field that appears in conformal QED.

## Gauge fields and representations of so(4,2)

The appearance of gauge structures for fields with certain specific degrees of homogeneity is related to the indecomposable representations conjectured in Sec. III. The existence of some of those representations will now be demonstrated by actual construction.

Consider the special field ${ }^{25}$

$$
\begin{equation*}
\psi_{0}=\boldsymbol{y}_{+}^{N-s} \boldsymbol{M}(\boldsymbol{\eta}), \quad \boldsymbol{\eta}=\boldsymbol{y}_{+} \mathbf{z}-z_{+} \mathbf{y}, \tag{4.17}
\end{equation*}
$$

$$
\begin{equation*}
y_{+}=y_{5}+i y_{0}, \quad z_{+}=z_{5}+i z_{0} \tag{4.18}
\end{equation*}
$$

where $M$ is an $s$-linear, symmetric, traceless form. This field satisfies all the subsidiary conditions; in fact
$y \cdot \partial_{z} \psi_{0}=\partial_{y} \cdot \partial_{z} \psi_{0}=\partial_{z}^{2} \psi_{0}=0$. In addition, $\psi_{0}$ is annihilated by the lowering operators $L_{i 5}+i L_{i 0}, i=1, \ldots, d+1$; see Appendix A. The action of the Lie algebra on $\psi_{0}$ therefore generates a module on which $\psi_{0}$ is cyclic and of minimal weight. The minimal weight is $\left(E_{0}, s / 2, s / 2\right)$ for $d=3$ and $\left(E_{0}, s\right)$ for $d=2$, with $E_{0}=-N$. It was found in Sec. III that the highest value of $E_{0}$ for which this module can become indecomposable is $E_{0}=s+d-1(s \geqslant 1)$, or $N+s+d=1$. This is precisely the value of $N$ for which first-order current type gauge fields appear. A straightforward calculation confirms that the representation generated from $\psi_{0}$ is

$$
\begin{equation*}
D(s+2, s / 2, s / 2) \rightarrow D(s+3,(s-1) / 2,(s-1) / 2) \tag{4.19}
\end{equation*}
$$

$$
\begin{align*}
& \text { if } d=3 \text {, and }{ }^{25} \\
& \quad D(s+1, s) \rightarrow D(s+2, s-1), \quad s \geqslant 1, \tag{4.20}
\end{align*}
$$

if $d=2$. The invariant subspace consists of fields of the form $\psi=y \cdot z \boldsymbol{\mu}$. (Of course, the ground state $\psi_{0}$ is not of this form!)

The next lower value of $E_{0}$ at which an indecomposable representation can exist was found (Sec. III) to be at
$E_{0}=s+d-2, s \geqslant 2$, or $N+s+d=2$. This is the value of $N$ for which second-order current type gauge fields appear. The representation would be

$$
\begin{equation*}
D(s+1, s / 2, s / 2) \rightarrow D(s+3, s / 2-1, s / 2-1) \tag{4.21}
\end{equation*}
$$

for $d=3$ and $D(s+1, s) \rightarrow D(s+3, s-2)$ for $d=2$; however, whether this is actually realized in the space generated from $\psi_{0}$ has not been checked. Similar representations are expected to be associated with current type gauge fields of order $k \leqslant s$. No physical applications are known for $k>1$. Figure 1 illustrates the general case.

Something qualitatively different happens at $E_{0}=1$, for at this point other elements of the Weyl group, and other equivalent weights, begin to play a role. For $d=3$ and $s=1$ the weights equivalent to $\left(1, \frac{1}{2}, \frac{1}{2}\right)$ and inside the weight lattice are $(2,1,0),(2,0,1),\left(3, \frac{1}{2}, \frac{1}{2}\right)$, and $(4,0,0)$. For $d=2$ and $s=1$ the weights equivalent to $(1,1)$ and inside the weight lattice are $(2,1)$ and $(3,0)$. The field $\psi_{0}$ has the weight $\left(1, \frac{1}{2}, \frac{1}{2}\right)$ if $d=3$ and $(1,1)$ if $d=2$, provided $M$ is linear and $N=-1$. This is just the value of $N$ for which first-order gradient type gauge fields should occur. A straightforward calculation shows, however, that the space generated from $\psi_{0}$ is irreducible! What happens in this case is that there are indeed nondecomposable representations involving the several equivalent minimal weights, but this time $\psi_{0}$ is not cyclic. Only the invariant subspace is generated from $\psi_{0}$. Indeed, $\psi_{0}$ is a gradient type gauge field in this case:

$$
\begin{equation*}
\psi_{0}=y_{+}^{-2} \mathbf{M} \cdot \boldsymbol{\eta}=z \cdot \partial_{y} y_{+}^{-1} \mathbf{M} \cdot \mathbf{y} \propto \operatorname{Grad}\left(\boldsymbol{y}_{+}^{-1} \mathbf{M} \cdot \mathbf{y}\right) \tag{4.22}
\end{equation*}
$$

A nondecomposable representation is generated from

$$
\begin{equation*}
\left(\Psi_{o p}\right)_{i j}=y_{+}^{-2}\left(y_{i} z_{j}-y_{j} z_{i}\right), \quad i, j=1, \ldots, d+1 \tag{4.23}
\end{equation*}
$$

For $d=2$, these fields carry an irreducible representation of $\mathrm{so}(2) \oplus \mathrm{so}(3)$ including the weight $(2,1)$. For $d=3$ the selfdual and anti-self-dual parts are associated with $(2,1,0)$ and


FIG. 1. The principal reduction points for $j_{1}=j_{2}=s / 2>0$. The planes of reflection are indicated by dashed lines and equivalent weights are connected by dotted lines. If the lowest weight (on the line $\left.j_{1}+j_{2}=s\right)$ is $w_{A}=\left(E_{0}, s /\right.$ $2, s / 2)$, then the first reduction point occurs at $E_{0}=s+2$ with equivalent weight $w_{B .1}=(s+3,(s / 2)-(1 / 2),(s / 2)-(1 / 2))$. The $n$th $(n \leqslant s)$ occcurs at $E_{0}=s+3-n$ with equivalent weight $w_{B, n}=\left(s+3, \frac{1}{2}(s-n), \frac{1}{2}(s-n)\right)$. The weight labeled $w_{B, s+1}$ is Weyl-equivalent to $(2, s / 2, s / 2)$ but it is not $K$ finite. The weight $w_{A}=(1, s / 2, s / 2)$ has four $K$-finite equivalent weights $w_{B, s}=(s+3,0,0), \quad w_{C}=(3, s / 2, s / 2), \quad w_{D}=(2,(s / 2)+(1 / 2),(s / 2)-(1 / 2))$, and $w_{E}=(2,(s / 2)-(1 / 2),(s / 2)+(1 / 2))$.
with $(2,0,1)$. The space generated from (4.23) includes the space of gauge fields generated from (4.17) as an invariant subspace, and the complete representation is

$$
\begin{equation*}
[D(2,1,0) \oplus D(2,0,1)] \rightarrow D\left(1, \frac{1}{2}, \frac{1}{2}\right) \tag{4.24}
\end{equation*}
$$

when $d=3$, and

$$
\begin{equation*}
D(2,1) \rightarrow D(1,1) \tag{4.25}
\end{equation*}
$$

when $d=2$.
Our investigation of alternate gauge structures ends here, since those that are of direct interest to electrodynamics have already been described. To sum up, two possibilities are offered for conformal electrodynamics, the representation (4.21) with $s=1$, and (4.24). The first will turn out to be relevant in connection with the currents. The other is a very strong candidate for describing the electromagnetic field, for two reasons. Since $N=-1$, the wave operator $\partial_{y}^{2}$ is available to form an invariant action and covariant wave equation. The representations $D(2,1,0)$ and $D(2,0,1)$ that appear in (4.24) are precisely those representations of $\operatorname{SO}(4,2)$ that remain irreducible when restricted to the Poincaré subgroup. [Two possibilities are available for de Sitter space electrodynamics also. In another paper it will be shown that both of these appear when $(4.24)$ is restricted to $\operatorname{SO}(3,2)$.] There is also a third possibility, pointed out by Dirac. ${ }^{2}$ Conformal photons may be described by a field strength; then one is dealing with $\left[D(2,1,0) \oplus D(2,0,1) \rightarrow D\left(3, \frac{1}{2}, \frac{1}{2}\right)\right.$.]

The representation (4.24) contains two parts of the Gupta-Bleuler triplet of conformal electrodynamics. To discover the extension to the full triplet, including the representation associated with the scalar photons, that is needed to
carry out conformally invariant quantization, we shall calculate the (homogeneous) propagator.

## V. HOMOGENEOUS PROPAGATORS

In Sec. II the original Gupta-Bleuler quantization paradigm was described. All components of $A_{\mu}(x)$ were quantized; that means that the set of one-particle states (including all the ghosts) transforms as the direct product $D_{4} \otimes D(0,0)$, where $D_{4}$ is the finite-dimensional vector representation that is trivial on the translations. In fact, this direct product is equivalent to (2.5). The homogeneous propagator was then defined by (2.7) and can be evaluated subsequently. The result is that $K_{\mu \nu}\left(x, x^{\prime}\right)=\delta_{\mu \nu} D\left(x, x^{\prime}\right)$, where $D\left(x, x^{\prime}\right)$ is the propagator for the scalar field and thus for the representation $D(0,0)$ of the Poincaré group, while $\left(\delta_{\mu^{\prime}}\right)$ can be regarded as the propagator for $D_{4}$. A guess based on analogy would lead directly to the propagator (5.14) for conformal QED. However, a more systematic approach is worthwhile.

Return to the context and notations of Sec. IV. Let the degrees $N, s$ of the field, in $\left(y_{\alpha_{\alpha}}\right)$, resp. $\left(z_{\alpha}\right)$, be fixed. Set $z^{2}=y^{2}=0$. The homogeneous propagator $K$ is a distribution in $y, z$ and $y^{\prime}, z^{\prime}$ that is homogeneous of degree $N$ in $\left(y_{r x}\right)$ and in $\left(y_{\alpha}^{\prime}\right)$, a polynomial of degree $s$ in $\left(z_{\sigma \prime}\right)$ and in $\left(z_{\alpha}^{\prime}\right)$, and invariant under the action of so $(d+1,2)$. The most general ansatz is

$$
\begin{equation*}
K=\sum_{a, b} C_{a b}\left(y \cdot y^{\prime}\right)^{N-a-b}\left(z \cdot z^{\prime}\right)^{s-a-b}\left[y \cdot z^{\prime} y^{\prime} \cdot z\right]^{a}\left[y \cdot z y^{\prime} \cdot z^{\prime}\right]^{b} . \tag{5.1}
\end{equation*}
$$

The sum is over $a, b=0,1, \cdots$ and the coefficients $C_{a b}$ are real numbers to be determined. The factor $\left(y \cdot y^{\prime}\right)^{x \cdot a-b}$ is a distribution and needs to be defined. When $s=0$, then the propagator is

$$
\begin{equation*}
\left(2 y \cdot y^{\prime}\right)^{N}=\left(Y Y^{\prime}\right)^{N} \sum_{L} e^{-i \pi I \cdot} \quad{ }^{N} C_{L}{ }^{v}\left(\hat{y} \cdot \hat{y}^{\prime}\right) \tag{5.2}
\end{equation*}
$$

where $C_{L}{ }^{-N}$ is a Gegenbauer polynomial and

$$
\begin{equation*}
y_{+}=y_{5}+i y_{0}=Y e^{i t}, \quad \mathbf{y}=Y \hat{y}, \quad \tau=t-t^{\prime} \tag{5.3}
\end{equation*}
$$

This is a Fourier expansion in which the $L$ th term corresponds to the eigenvalue $L-N$ of $L_{05}$, and the lowest value of the energy $\left(=L_{05}\right)$ is $-N$. The distributions $\left(y \cdot y^{\prime}\right)^{N} \quad$ a must be understood in this sense, so that $K$ will be the propagator for a representation in which the energy has a lower bound. That lower bound is $-N-s$ in general (Appendix C), but a special choice of the coefficients in (5.1) may make it higher.
"Massive" representations of so( 4,2 ) are those minimal weight representations for which the inequality (3.4) holds, so that no invariant subspaces can occur. [Massive representations of so( 3,2 ) are those $D\left(E_{0}, s\right)$ for which $E_{0}>s+1$.] Hence $D\left(E_{0}, j_{1}, j_{2}\right)$ is massive if the weight $\left(E_{0}, j_{1}, j_{2}\right)$ lies above the first reduction point. Recall that, in this case, $D\left(E_{0}, j_{1}, j_{2}\right)$ is irreducible. For such representations the free fields, and therefore also the homogeneous propagator, satisfy the subsidiary conditions. Ordinary massive vector fields, transforming irreducibly under the Poincaré group, furnish the standard analogy. The fields satisfy the divergence condition $\partial \cdot A=0$. After four-dimensional Fourier transforma-
tion, $\tilde{A}_{\mu}(p)=\mathrm{FT} A_{\mu}(x)$, this reads $p \cdot \tilde{A}=0$. The propagator becomes

$$
\begin{equation*}
K_{\mu v}=\left(\delta_{\mu v}-p_{\mu} p_{v} / m^{2}\right) \delta\left(p^{2}-m^{2}\right) \tag{5.4}
\end{equation*}
$$

and $p_{\mu} K_{\mu \nu}=0$.
The first problem is to determine $K$ for the "massive" case. The subsidiary conditions are $\operatorname{Tr} K=0, \operatorname{Div} K=0$, with Tr and Div defined by (4.4) and (4.5). These are solved in Appendix B. The result, for $s=1$, is

$$
\begin{align*}
& \quad K=\left(y \cdot y^{\prime}\right)^{N-1}\left\{y \cdot y^{\prime} z \cdot z^{\prime}-y \cdot z^{\prime} y^{\prime} \cdot z\right. \\
& \left.+[(1-N) /(N+d)] y \cdot z y^{\prime} \cdot z^{\prime}\right\} . \tag{5.5}
\end{align*}
$$

A close look at this function gives yet another method for discovering nondecomposable representations and gauge structures.

## Current-type gauge theory

The minimal energy in the Fourier expansion of (5.5) is $E_{0}=-N$. The minimal weight, in the case $d=3$, is $\left(E_{0}, \frac{1}{2}, \frac{1}{2}\right)$. Both of these statements are proved in Appendix C. As $E_{0}$ is decreased, gauge phenomena are expected as $E_{0}$ reaches the limit set by (3.4); that is, as $E_{0}$ reaches the value 3 , or $N=-3=-d$. This is revealed by (5.5) since the coefficient of the last term blows up at $N=-d$. The analogy with (5.4) as $m^{2}$ is decreased to zero is striking and illuminating.

When $E_{0}=-N=d$ there is only one invariant propagator that satisfies the subsidiary conditions. It is obtained by taking the limit of $(N+d) K$ and is proportional to

$$
\begin{equation*}
K_{g_{+}}=(y \cdot z)\left(y \cdot y^{\prime}\right)^{-d-1}\left(y^{\prime} \cdot z^{\prime}\right) . \tag{5.6}
\end{equation*}
$$

But the fields that contribute to the factorization

$$
\begin{equation*}
K_{g+}=\sum_{\psi} \psi(y, z) \psi *\left(y^{\prime}, z^{\prime}\right) \tag{5.7}
\end{equation*}
$$

are all gauge fields of the form $\psi=y \cdot z \Lambda$. To retain the full nondecomposable representation one takes the limit $q$ fixed, real) of

$$
\begin{align*}
& K-[(1-N) /(N+d)+q] K_{g+}^{N}, \\
& K_{g+}^{N}=y \cdot z\left(y \cdot y^{\prime}\right)^{N-1} y^{\prime} \cdot z^{\prime} . \tag{5.8}
\end{align*}
$$

This yields the following propagator for $N=-d$ :

$$
\begin{equation*}
K_{q}^{+}=\left(y \cdot y^{\prime}\right)^{-d-1}\left[y \cdot y^{\prime} z \cdot z^{\prime}-y \cdot z^{\prime} y^{\prime} \cdot z\right]-q K_{g+} \tag{5.9}
\end{equation*}
$$

The constant $q$ is arbitrary and is ultimately fixed by convenience. Analogous treatment of (5.4) gives the familiar result; thus, in the Feynman gauge $(q=0), k_{\mu v}=\delta_{\mu \nu} \delta\left(p^{2}\right)$. Spectral decomposition of (5.9) into products of fields, which will reveal the Gupta-Bleuler triplet, will be carried out in Sec. VI.

## Gradient-type gauge theory

Consider the propagator $\left(y \cdot y^{\prime}\right)^{N+1}$ for a field $\Lambda$ with $s=0$. The propagator for the first-order gradient type gauge field $\psi=\operatorname{Grad} \Lambda$ is
$\operatorname{Grad} \operatorname{Grad}^{\prime}\left(y \cdot y^{\prime}\right)^{N+1}\left\{y \cdot y^{\prime} z \cdot z^{\prime}+N z \cdot y^{\prime} z^{\prime} \cdot y\right.$

$$
\begin{equation*}
\left.-[2 N /(2 N+d+1)] y \cdot z y^{\prime} \cdot z^{\prime}\right\} \tag{5.10}
\end{equation*}
$$

The operator Grad was defined by (4.6). According to a result of Sec. IV, this propagator satisfies the subsidiary conditions only if $N=-1$, in which case it is

$$
\begin{align*}
K_{g-}= & \left(y \cdot y^{\prime}\right)^{-2}\left\{y \cdot y^{\prime} z \cdot z^{\prime}-z \cdot y^{\prime} z^{\prime} \cdot y\right. \\
& \left.+[2 /(d-1)] y \cdot z y^{\prime} \cdot z^{\prime}\right\} \tag{5.11}
\end{align*}
$$

Now this is exactly the same as (5.5) when $N=-1$. Thus, in the limit $N \rightarrow-1$, the propagator $K$ given by ( 5.5 ) propagates only gauge fields. This time the gauge fields are of gradient type. To retain the full, nondecomposable representation one must take the limit of
$(N+1)^{-1}\left(K_{g-K}^{N}\right), \quad K_{g-}^{N}=\operatorname{Grad} \operatorname{Grad}^{\prime}\left(y \cdot y^{\prime}\right)^{N+1}$,
as $N$ tends to -1 . With the addition of an arbitrary multiple of $K_{g}$. the result is

$$
\begin{align*}
K_{q}{ }^{-}= & \left(y \cdot y^{\prime}\right)^{-2}\left\{z \cdot y^{\prime} z^{\prime} \cdot y-\left[(d+1) /(d-1)^{2}\right] y \cdot z y^{\prime} \cdot z^{\prime}\right\} \\
& +q K_{g_{-}} . \tag{5.13}
\end{align*}
$$

With one notable exception, $K_{q}^{ \pm}$does not factorize as in $\left(y \cdot y^{\prime}\right)^{-v} z \cdot z^{\prime}$, so the direct product structure that was discussed in the beginning of this section does not appear. The one exception is that, when $d=3$ only, the choice $q=1$ leads to $K_{1}^{-}=D$ with

$$
\begin{equation*}
D=\left(y \cdot y^{\prime}\right)^{1} z \cdot z^{\prime} \quad(d=3, \text { Feynman gauge }) \tag{5.14}
\end{equation*}
$$

This is the preferred propagator for conformal electrodynamics. The Gupta-Bleuler triplet will be found by inspection of its modal decomposition, in Sec. VI.

## The subsidiary conditions

The massive propagator (5.5), and the gauge field propagators (5.6) and (5.11), all satisfy the subsidiary conditions, $\operatorname{Tr} K=\operatorname{Div} K=0$. However, the gauge field propagator $K_{g}^{N}$, that was needed in $(5.8)$ to obtain the physical propagator $K_{q}^{+}$satisfies only $\operatorname{Tr} K_{g+}^{N}=0$. Consequently,

$$
\begin{equation*}
\operatorname{Tr} K_{q}^{+}=0, \quad \text { but } \quad \operatorname{Div} K_{q}^{+} \neq 0 \tag{5.15}
\end{equation*}
$$

For very similar reasons,

$$
\begin{equation*}
\operatorname{Tr} K_{q} \neq 0, \quad \operatorname{Div} K_{q}^{-} \neq 0 \tag{5.16}
\end{equation*}
$$

This has implications for the scalar states as will be seen below.

Let us now study the operator (4.8), in the case of gradient type gauge fields, $N=-1$ and $s=1$. The ground state $\psi_{0}$ of (4.17) is annihilated by $C^{\alpha / \beta}$, and so is the gauge field propagator (5.11). As for the physical ground state (4.23), one can verify that (when $d=3$ )

$$
\begin{equation*}
\left(C^{\alpha \beta}+8 L^{\alpha \beta}\right) \psi_{o p}^{+} \simeq 0, \quad\left(C^{\alpha \beta}-8 L^{\alpha \beta}\right) \psi_{o p} \simeq 0 \tag{5.17}
\end{equation*}
$$

Here $\psi_{o p}^{+}\left(\psi_{o p}^{-}\right)$is the self-dual (anti-self-dual) part of $\psi_{o p}$, and $\psi \simeq 0$ means that $\psi$ is a gauge field. The states $\psi_{o p}^{+}$and $\psi_{o p}$ are the ground states of $D(2,1,0)$ and $D(2,0,1)$, respectively, and ( 5.17 ) shows that neither of these representations can be extended to the other; that is, $D(2,0,1) \rightarrow D(2,1,0)$ does not exist. It is very interesting that, in spite of this, both leak to the same representation $D\left(1, \frac{1}{2}, \frac{1}{2}\right)$, and both must be included in the quantization. There is no invariant propagator that propagates one without the other.

As for (4.9), one may check that $C_{\alpha \beta}^{\prime}$, applied to the physical ground state (4.23) is a gauge field,

$$
\begin{equation*}
C_{\alpha \beta \beta}^{\prime} \psi_{o p} \simeq 0 \tag{5.18}
\end{equation*}
$$

Hence $C_{\alpha \beta}^{\prime}$ vanishes on the physical (quotient) representa-
tions. It is well known that $C_{\alpha \beta}^{\prime}-2 \delta_{\alpha \beta}$ vanishes in $D(1,0,0)$ and that $C_{\alpha \beta}^{\prime}-\delta_{\alpha \beta}$ vanishes in $D\left(\frac{1}{2}, 0\right)$, representations of $\mathrm{SO}(4,2)$ and $\mathrm{SO}(3,2)$, respectively.

## VI. CONFORMAL GUPTA-BLEULER TRIPLETS

It is instructive to examine, in somewhat greater detail, the cancellations between terms of order $(N+d)^{-1}$ in (5.8). The $q$ term is irrelevant, so let $q=0$. The second term has a decomposition in terms of gauge fields, Eq. (5.7), that may be abbreviated as

$$
\begin{equation*}
\frac{1-N}{N+d} K_{g+}^{v}=\epsilon^{-1} \sum_{g} g g^{*}, \quad \epsilon=N+d \tag{6.1}
\end{equation*}
$$

Similarly, the massive propagator (5.5) has a decomposition

$$
\begin{equation*}
K=\sum_{p} p p^{*}+\epsilon^{-1} \sum_{\phi} \phi \phi^{*} \tag{6.2}
\end{equation*}
$$

Since the $\epsilon^{-1}$ terms cancel, $\phi-g$ must be of order $\epsilon$, and

$$
\begin{equation*}
K-\frac{1-N}{N+d} K_{g+}^{N}=\sum p p^{*}+\sum\left(g s^{*}+s g^{*}\right)+\epsilon \sum s s^{*} \tag{6.3}
\end{equation*}
$$

where $s=(\phi-g) / \epsilon$ remains finite as $\epsilon \rightarrow 0$. This field that has been denoted $s$, is the third member of the Gupta-Bleuler triplet. It is easy to see, in fact, that, under the action of so(4.2), $s$ leaks to $p$ and $p$ leaks to $g$. The important point is that ss* terms are of order $\epsilon$ and disappear in the limit. Compare Eq. (2.8) and the discussion that follows it. Naturally, this rough sketch is not intended to prove anything.

Recall that (6.2) satisfies the subsidiary conditions; therefore so do the fields $\phi$. The gauge fields $g$ satisfy the subsidiary conditions at $\epsilon=0$ only. Since $s=-\partial g / \partial \epsilon$ at $\epsilon=0$, it follows that the scalar fields may not satisfy the subsidiary conditions: $\operatorname{Tr} s \neq 0$ and $\operatorname{Div} s \neq 0$. Now the absence of ss* terms from (6.3) can be tested simply by verifying that $\operatorname{Tr} K$ and Div $K$ are gauge fields in the second variable. Thus, in the case of the propagator $D=\left(y \cdot y^{\prime}\right)^{-1} z \cdot z^{\prime}$, one has $\operatorname{Tr} D=\left(y \cdot y^{\prime}\right)^{-1} y \cdot z^{\prime}=z^{\prime} \cdot \partial_{y^{\prime}} \ln y \cdot y^{\prime}$. However, we prefer a more detailed proof that gives specific information about the nature of the scalar fields.

## Current-type gauge theory

The propagator (5.9), with $q=0$, is dissected in Appen$\operatorname{dix} C$, and only the results will be quoted here. The propagator is considered as the integration kernel of an operator, and spectral resolution of this operator by projection to the eigenstates of $L_{05}$ yields the following.

The lowest energy is $E_{0}+d$, and the projection of $K_{0}{ }^{+}$ on this subspace is

$$
\begin{align*}
& \left(K_{0}^{+}\right)_{0}\left(y, z ; y^{\prime}, z^{\prime}\right)=\mathbf{p}_{0}(y, z) \cdot \mathbf{p}_{0}^{*}\left(y^{\prime}, z^{\prime}\right)  \tag{6.4}\\
& \mathbf{p}_{0}(y, z)=y_{+}^{-d-1} \eta, \quad \eta=y_{+} \mathbf{z}-z_{+} \mathbf{y} \tag{6.5}
\end{align*}
$$

The field $p_{0}$ is annihilated by the lowering operators and is an eigenstate for a true minimal weight. This vector is not cyclic for the entire space of fields that occurs in the spectral decomposition of $K_{0}^{+}$.

The projection of $K_{0}{ }^{+}$on the next higher eigenspace is found to contain a contribution of the form
$s_{0}(y, z) g_{0}^{*}\left(y^{\prime}, z^{\prime}\right)+g_{0}(y, z) s_{0}^{*}\left(y^{\prime}, z^{\prime}\right)$, with

$$
\begin{equation*}
s_{0}(y, z)=y_{+}^{-d-2} \mathbf{y} \cdot \eta, \quad g_{0}(y, z)=y_{+}^{-d{ }^{1}} y \cdot z \tag{6.6}
\end{equation*}
$$

The field $s_{0}$ is cyclic for the whole space $\mathscr{V}^{\prime}$ of fields that occur in the spectral decomposition of $K_{0}{ }^{+}$. The field $p_{0}$ generates an invariant subspace $\mathscr{V}$ of $\mathscr{V}^{\prime}$ and $g_{0}$ generates an invariant subspace $\mathscr{V}_{g}$ of $\mathscr{Y}$. The weights of $s_{0}, p_{0}$, and $g_{0}$ are the minimal weights of $\mathscr{V}^{\prime} / \mathscr{Y}, \mathscr{Y}^{\prime} / \mathscr{V}_{g}$, and $\mathscr{Y}_{g}$, respectively ; when $d=3$ they are $(4,0,0),\left(3, \frac{1}{2}, \frac{1}{2}\right)$ and $(4,0,0)$. The GuptaBleuler triplet is therefore

$$
\begin{equation*}
D(4,0,0) \rightarrow D\left(3, \frac{1}{2}, \frac{1}{2}\right) \rightarrow D(4,0,0) \tag{6.7}
\end{equation*}
$$

[When $d=2$, the triplet is $D(3,0) \rightarrow D(2,1) \rightarrow D(3,0)$.]
As expected, there are noss* terms in $K_{0}{ }^{+}$; therefore, to assure that only $D\left(3, \frac{1}{2}, \frac{1}{2}\right)$ propagate between curents, it is sufficient that

$$
\begin{equation*}
\left(g_{y} j\right)=\int d y\left(y_{i z} \Lambda\right)^{*} j_{\alpha}=\int d y \Lambda^{*} y \cdot j=0 \tag{6.8}
\end{equation*}
$$

The current must be transverse, $y \cdot j=0$, but it need not be divergenceless. [Actually, the terminology is misleading, for in the physical applications the roles of fields and currents will be reversed; see Sec. VII.]

As was pointed out in $\operatorname{Sec} . \mathrm{V}$ (last section), $\operatorname{Tr} K_{0}{ }^{+}=0$, so this subsidiary condition holds in $y^{\prime}$. If
$\psi(y, z)=z_{\alpha} h_{\alpha z}(y)$, then

$$
\begin{equation*}
y_{a r} h_{a r}=0, \quad \text { all fields } h \text { in } \mathscr{V}^{\prime} \tag{6.9}
\end{equation*}
$$

On the other hand, Div $K_{0}{ }^{+} \neq 0$, so the subsidiary condition Div $\psi=0$ holds only in $\mathscr{V}$. This is therefore the Lorentz condition. In terms of $h$,
$y_{\alpha} \partial \cdot h-\partial_{\alpha} y \cdot h=0 \quad$ (Lorentz condition, current type).

The field $y_{\alpha} \partial \cdot h-\partial_{a} y \cdot h$ is a gauge field, for (6.9) implies that $\partial_{\alpha x} y \cdot h=y_{\alpha} \Lambda$. The map $\psi \rightarrow \operatorname{Div} \psi$ is therefore a map of $y^{\prime \prime}$ onto $\psi_{g}$ with kernel $\vartheta^{\prime}$. The second order Casimir operator $Q$ is the same as -2 Div in $\%$ [Eq. (4.7)]; therefore,

$$
\begin{equation*}
Q^{y^{\prime}}=y_{g}, \quad Q^{y}=0 \tag{6.11}
\end{equation*}
$$

and the Casimir operator is nondiagonalizable on $\gamma^{\prime}$.

## Gradient-type gauge theory

The analysis of the propagator $K_{q}^{-}$, Eq. (5.13), is a good deal more complicated. The details are in Appendix C. The results are as follows.

The lowest energy is 0 . The projection of $K_{0}$ on this eigenspace is

$$
\begin{equation*}
\left(K_{0}^{-}\right)_{0}=-\psi_{0} \psi_{0}^{*}, \quad \psi_{0}(y, z)=y_{+}^{1} z_{+} \tag{6.12}
\end{equation*}
$$

This $\psi_{0}$ is interesting. Locally, it is a gauge field,
$\psi_{0}=\operatorname{Grad} \Lambda$, but with $\Lambda=\ln y_{+}$. The term (6.12) is therefore not totally negligible; more about this later. Anyway, the space generated from $\psi_{0}$ consists entirely, with the sole exception of $\psi_{0}$ itself, of true gauge fields. This space may be denoted $\mathscr{Y}_{i}$.

The next energy is 1 , and the projection of $K_{0}$ on it is

$$
\begin{align*}
& \left(K_{0}^{-1}\right)_{1}=2\left(\psi_{g} \cdot \psi_{s}^{*}+\psi_{s} \cdot \psi_{g}^{*}\right)  \tag{6.13}\\
& \psi_{s}=y_{+}^{-2} \mathbf{y} z_{+}, \quad \psi_{g}=y_{+}^{-2} \boldsymbol{\eta}=\operatorname{Grad} y_{+}^{-1} \mathbf{y} \tag{6.14}
\end{align*}
$$

The field $\psi_{s}$ is cyclic for the whole space $\mathscr{V}^{\prime}$ of fields that contribute to $K_{0}^{-}$. The field $\psi_{g}$ is a gauge field and generates an invariant subspace $\mathscr{V}_{g} \subset \mathscr{V}^{\prime}$.

The next energy is 2 and the projection of $K_{0}^{-}$on it has the form

$$
\begin{equation*}
\left(K_{0}^{-}\right)_{2}=\psi_{p} \cdot \psi_{p}^{*}-\sum\left(\psi_{s} \psi_{g}^{*}+\psi_{g} \psi_{s}^{*}\right), \quad \psi_{p}=y_{+}^{-2} \mathbf{y} \wedge \mathbf{z} \tag{6.15}
\end{equation*}
$$

The $\psi_{g}$ are gauge fields and belong to $\mathscr{V}_{g}$. The field $\psi_{p}$ generates an invariant subspace $\mathscr{V}_{2}$ of $\mathscr{V}^{\prime}$ that includes $\mathscr{V}_{g}$ (but not $\mathscr{V}_{1}$ ). Let $\mathscr{V}=\mathscr{V}_{1} \cup \mathscr{V}_{2}$. The decomposition of the total space $\mathscr{Y}^{\prime}$ is then summed up by the inclusions $\mathscr{Y}^{\prime} \supset \mathscr{Y}^{\prime} \supset \mathscr{V}_{g}$. Neither subspace is invariantly complemented. The weights of $\psi_{s}$ and $\psi_{g}$ are the (equal) minimal weights of $\mathscr{Y}^{\prime \prime} / \mathscr{Y}$ and $\mathscr{V}_{g}$. The quotient $\mathscr{Y} / \mathscr{V}_{g}$ has two minimal weights, the weights of $\psi_{0}$ and $\psi_{p}$. When $d=3$ the total representation is the following "augmented triplet:"


For $d=2$ one has instead


The representations in the middle are found on $\mathscr{V} / \mathscr{V}_{g}$.
There are several reasons for setting the trivial representation apart from the physical representation. The propagator $K_{0}^{-}$is a positive-definite operator on $\mathscr{V}_{2} / \mathscr{V}_{g}$, on which the group action is the physical representation $D(2,1,0) \oplus D(2,0,1)$ or $D(2,1)$. It is negative on $\mathscr{V}_{1} / \mathscr{V}_{g}$, on which the group action is trivial. This may be seen by inspecting (6.12) and (6.15). Therefore, the space of physical states is $\mathscr{V}_{2} / \mathscr{V}_{g}$ only. In addition, the zero energy state $\psi_{0}$ is, strictly speaking, not a gauge field, as was pointed out below (6.12).

The representation (6.16) is (algebraically) equivalent to the direct product representation $D_{6} \otimes D(1,0,0)$ of $\mathrm{SO}(4,2)$, as was mentioned in connection with (5.14). The representation (6.17) of $\mathrm{SO}(3,2)$ is not equivalent to $D_{5} \otimes D(1,0)$, since this direct product contains $(6.17)$ as well as $D(2,0)$. $\left[D_{6}\right.$ and $D_{5}$ are the six- and five-dimensional natural representations of $\mathrm{SO}(4,2)$ and $\mathrm{SO}(3,2)$.] [If $d=3$, then $Q^{2}$ vanishes in the direct product $D_{6} \otimes D(1,0,0)$, since in that case Div Div vanishes. If $d=2$, then the minimal polynomial for $Q$ in $D_{5} \otimes D(1,0)$ is $Q^{2}(Q+2)$. The fact that $Q^{2}=0$ on $\mathscr{V}^{\prime}$ is revealed by $\left(\partial_{z} \cdot \partial_{y}-\partial_{y}^{2} \boldsymbol{y} \cdot \partial_{z}\right) K_{q}{ }^{-}=0($ for $d=2)$.]

There are no $s s^{*}$ terms in $K_{q}^{-}$, and so, to ensure that only the physical states propagate between currents, it is almost sufficient that

$$
\begin{equation*}
(g, j)=\int d y(\operatorname{Grad} \Lambda)_{\alpha}^{*} j_{\alpha}=0 \tag{6.18}
\end{equation*}
$$

This will be shown (in Appendix D) to be equivalent to a conservation law for $j$. The reason for the qualification "almost" is that ( 6.18 ) does not eliminate the contribution of the zero-energy state. The current will be discussed in the next section.

As was pointed out in Section V, Eq. (5.16), $\operatorname{Tr} K_{q}{ }^{-} \neq 0$ and $\operatorname{Div} K_{q}^{-} \neq 0$. Therefore, $\operatorname{Tr} \psi=\operatorname{Div} \psi=0$ holds only for physical and gauge photons. More precisely, $\operatorname{Tr} \psi=0$ in $\mathscr{V}_{2}$ (but $\operatorname{Tr} \psi_{0}=$ const), while $\operatorname{Div} \psi_{0}=0$ in $\mathscr{V}=\mathscr{V}_{1} \cup \mathscr{V}_{2}$ (thus $\operatorname{Div} \psi_{0}=0$ ). Since the zero energy state is unphysical (having negative norm), the Lorentz condition must be
$\operatorname{Tr} \psi=0$ rather than $\operatorname{Div} \psi=0$. If $\psi(y, z)=z_{\alpha} a_{\alpha}(y)$, then it is

$$
\begin{equation*}
y \cdot a=0 \quad \text { (Lorentz condition, gradient type) } \tag{6.19}
\end{equation*}
$$

The scalar (i.e., spinless) field $y \cdot a$ represents the scalar photons and the zero energy state.

It should be noted that the wave equation

$$
\begin{equation*}
\partial^{2} a=0 \tag{6.20}
\end{equation*}
$$

holds in $\mathscr{F}^{\prime}$. Applying Grad to $y \cdot a$, one confirms, using (6.20), that $\operatorname{Div} \psi=0$ in $\mathscr{F}_{2}$. The map $\psi \rightarrow \operatorname{Div} \psi$ maps $\mathscr{\gamma}^{\prime}$ onto $\mathscr{F}_{g}$, and (6.11) holds in this case also.

## VII. CONFORMAL QED

The preparations have now been completed. It is clear that the gradient type gauge theory is the most reasonable candidate for application to electrodynamics, because (a) there is a second-order invariant wave operator in this case only and (b) the center of the triplet (6.16) is precisely (except for the additional trivial representation) the representation that, when restricted to the Poincaré subgroup, describes massless particles with helicities +1 and -1 . In this section $d=3$, of course.

## Free wave equation

There is no conformally invariant wave operator of second order that is also gauge-invariant. Recall that a gradient type vector gauge field is of the form Grad $\Lambda$, where $\Lambda$ is a scalar field. A gauge transformation is thus a substitution $\psi \rightarrow \psi+\operatorname{Grad} \Lambda$. [In this context, "gauge invariance" means invariance under general gauge transformations, with no restrictions on the gauge parameter A.] If $\psi(y, z)=z \cdot a(y)$, then this is the same as

$$
\begin{align*}
& a_{\alpha} \rightarrow a_{\alpha}+\operatorname{Grad}_{\alpha} \Lambda  \tag{7.1}\\
& \operatorname{Grad}_{\alpha}=y_{\alpha} \partial^{2}-(2 \hat{N}+4) \partial_{\alpha} \tag{7.2}
\end{align*}
$$

Since $\mathrm{Grad}_{\alpha}$ commutes with $\mathrm{Grad}_{\beta}$, one can build a gaugeinvariant "field strength"; since $\widehat{N} \partial_{\alpha} a_{\beta}=-2 \partial_{\alpha} a_{\beta}$, one has
$f_{\alpha \beta}=\operatorname{Grad}_{\alpha} a_{\beta}-\operatorname{Grad}_{\beta} a_{\alpha}=y_{\alpha} \partial^{2} a_{\beta}-y_{\beta} \partial^{2} a_{\alpha}$.
[The quantity $\partial_{\alpha} a_{\beta}-\partial_{\beta} a_{\alpha}$ is not intrinsically defined, since $\partial_{\mu}\left(y^{2} \Lambda_{\beta}\right)-\partial_{\beta}\left(y^{2} \Lambda_{\alpha}\right)$ does not vanish at $y^{2}=0$; see Dirac. ${ }^{1}$ ] However, $f_{\alpha \beta} f_{\alpha \beta}$ is not a suitable action density. Another gauge invariant quantity is the completely antisymmetric tensor

$$
\begin{equation*}
f_{\alpha \beta \gamma}=\sum( \pm) y_{\alpha} \partial_{\beta} a_{\gamma} \tag{7.4}
\end{equation*}
$$

but $f_{\alpha \beta \gamma} f_{\alpha \beta \gamma}$ is not even of the correct degree to serve as an action density.

The simplest gauge invariant action for the free field is the following:

$$
\begin{equation*}
\mathscr{L}_{1}=\frac{1}{2} \int d y a \cdot \partial^{2} \operatorname{Div} a \tag{7.5}
\end{equation*}
$$

This is gauge-invariant because $\operatorname{Div} \operatorname{Grad} \Lambda=0$. It is a special case ( $c=1$ ) of the one-parameter family ( $c$ real)

$$
\begin{align*}
\mathscr{L}_{c} & =\frac{1}{2} \int d y a_{\alpha} \partial^{2}\left(\delta_{\alpha \beta}+i c M_{\alpha \beta}\right) a_{\beta} \\
M_{\alpha \beta} & =i\left(y_{\alpha} \partial_{\beta}-y_{\beta} \partial_{\alpha}\right) \tag{7.6}
\end{align*}
$$

Note that the field equation derived from (7.5) contains derivatives up to the third order.

A gauge invariant action may be convenient in classical electrodynamics, although gauge invariance is usually sacrificed by imposition of the Lorentz condition. In quantum field theory it is necessary to choose a propagator, and this amounts to giving up gauge invariance in the action. The obvious choice of action, with gauge fixing already built in, is the unique conformally invariant action that leads to a sec-ond-order wave equation, namely, (7.6) with $c=0$ :

$$
\begin{equation*}
\mathscr{L}=\int d y\left(\frac{1}{2} a_{\alpha} \partial^{2} a_{\alpha}-j \cdot a\right) \tag{7.7}
\end{equation*}
$$

An interaction with an external source has been included.

## The current

Though the kinetic term need not, and indeed cannot, be gauge-invariant in quantum field theory, the interaction functional must be gauge-invariant to ensure physical unitarity. As was pointed out in the preceding section, this implies that the integral (6.18) must vanish. It is shown in Appendix D that the necessary and sufficient conditions on $j$ are

$$
\begin{equation*}
(\hat{N}+3) j_{\alpha}=0, \quad \partial^{2} y \cdot j+2 \partial \cdot j=0 \tag{7.8}
\end{equation*}
$$

It is not difficult to construct field theoretical models that furnish examples of such currents. Thus, consider a spinor field $\chi$ of degree -2 , with the free action proposed by Dirac

$$
\begin{equation*}
\mathscr{L}_{\chi}=\frac{1}{2} \int d y \bar{\chi} \gamma_{\alpha} \gamma_{\beta} M_{\alpha \beta} \chi \tag{7.9}
\end{equation*}
$$

It is not obvious that the usual minimal substitution $\partial_{\alpha} \rightarrow \partial_{\alpha}-i e a_{\alpha}$ is consistent with invariance under the gauge transformations (7.1), but here it amounts to

$$
\begin{equation*}
M_{\alpha \beta} \rightarrow M_{\alpha \beta}+e \mathscr{A}_{\alpha \beta}, \quad \mathscr{A}_{\alpha \beta} \equiv y_{\alpha} a_{\beta}-y_{\beta} a_{\alpha} \tag{7.10}
\end{equation*}
$$

The effect of the gauge transformation (7.1) is

$$
\begin{equation*}
\mathscr{A}_{\alpha \beta} \rightarrow \mathscr{A}_{\alpha \beta}+\left(y_{\alpha} \partial_{\beta}-y_{\beta} \partial_{\alpha}\right) \Lambda \tag{7.11}
\end{equation*}
$$

The unpleasant first order term in (7.2) cancels out and the substitution (7.10) gives the same result as $\partial_{\alpha} \rightarrow \partial_{\alpha}-i e a_{\alpha}$, that is, precisely the change that can be cancelled by changing the phase of the field $\chi$.

The modified action

$$
\begin{equation*}
\mathscr{L}_{\chi, a}=\frac{1}{2} \int d y \bar{\chi} \gamma_{\alpha} \gamma_{\beta}\left(M_{\alpha \beta}+e \mathscr{A}_{\alpha \beta}\right) \chi \tag{7.12}
\end{equation*}
$$

yields the current

$$
\begin{equation*}
j_{a}=\mathscr{J}_{\alpha \beta} y_{\beta}, \quad \mathscr{J}_{\alpha \beta}=\frac{1}{2} e \bar{\chi}\left[\gamma_{a}, \gamma_{\beta}\right] \chi \tag{7.13}
\end{equation*}
$$

The conservation law (7.8) may be written

$$
\begin{equation*}
M_{\alpha \beta} \mathscr{J}_{\alpha \beta}=0 \tag{7.14}
\end{equation*}
$$

In fact, it should be written this way, so as to make explicit its intrinsic nature. When $j$ has the form (7.13), then $y \cdot j$ vanishes everywhere, and (7.8) reduces to $\partial \cdot j=0$. But the intrinsic nature of this equation is not explicit, since $\partial_{\alpha}$ is not defined intrinsically on the cone.

It is possible, and indeed reasonable, to develop the entire canonical formalism in terms of the intrinsic vector fields $M_{\alpha \beta}$, rather than the $\partial_{\alpha}$. The skew tensor $\mathscr{J}$ then appears as the natural object, rather than the vector $j$. In particular, the conservation law (7.14) emerges directly. In other words, it seems quite natural to expect that the current $j$ can always be expressed as in (7.13), in terms of an antisymmetric tensor field $\mathscr{F}$ that is conserved in the sense of (7.14). In that case one has

$$
\begin{equation*}
y \cdot j=0, \quad \partial \cdot j=0 \tag{7.15}
\end{equation*}
$$

As was first shown by Dirac, the spinor field $\chi$ is not directly relevant. The fields $\chi$ and $\chi+\gamma \cdot y \lambda$ represent the same physical state. This is the origin of "current gauge transformations." The effect of the substitution $\chi \rightarrow \chi+\gamma \cdot y \lambda$ on the current (7.13) is a current type gauge transformation

$$
j_{\alpha} \rightarrow j_{\alpha}+y_{\alpha} \Lambda
$$

with $\Lambda \propto \bar{\psi} \lambda$. This transformation must be physically unobservable. The effect on the interaction density $a \cdot j$ is to add a term $\Lambda y \cdot a$. This vanishes if the Lorentz condition holds, that is, when $a_{\alpha}$ is an external field. It will be seen below that, even though the field operator $y \cdot a$ does not vanish, it is in any case a free field. The density $\Lambda$ couples to a free field only and has no observable effects. More will be said about this later.

## Classical field equations

For classical field theory it is possible to maintain complete gauge invariance as well as manifest conformal invariance. The total action for photons and massless fermions is the sum of (7.6), with $c=1$, and (7.12):
$\int d y\left\{\frac{1}{2} a_{\alpha} \partial^{2} a_{\alpha \alpha}+\frac{1}{2} i a_{\alpha \alpha} \partial^{2} M_{\alpha \beta} a_{\beta}\right.$

$$
\begin{equation*}
\left.-\frac{1}{2} \bar{\chi} \gamma_{\alpha} \gamma_{\beta}\left(M_{\alpha \beta}+e \mathscr{A}_{\alpha \beta}\right) \chi\right\} \tag{7.16}
\end{equation*}
$$

The tensor $\mathscr{A}$ was defined by (7.10). The coupled field equations are

$$
\begin{align*}
& \partial^{2} a_{\alpha}+i \partial^{2} M_{\alpha \beta} a_{\beta}=j_{\alpha} \equiv \frac{1}{2} e \bar{\chi}\left[\gamma_{\alpha}, \gamma \cdot y\right] \chi,  \tag{7.17}\\
& \gamma_{\alpha} \gamma_{\beta}\left(M_{\alpha \beta}+e \mathscr{A}_{\alpha \beta}\right) \chi=0 \tag{7.18}
\end{align*}
$$

The current satisfies (7.15). The gauge may be "fixed" by imposing the Lorentz condition $y \cdot a=0$, without compromising manifest conformal invariance.

## Quantization

Let $\left[a_{\alpha}^{i t}\right], i=1,2, \cdots$, be a set of solutions of the free wave equation $\partial^{2} a_{\alpha}=0$, with positive energy, such that-compare (5.14)-

$$
\begin{equation*}
D_{\alpha \beta}\left(y, y^{\prime}\right)=\delta_{\alpha \beta}\left(y \cdot y^{\prime}\right)^{-1}=\sum_{i} a_{\alpha}^{(i)}(y) \overline{a_{\beta}^{(i)}(y)} \tag{7.19}
\end{equation*}
$$

With the help of these solutions, define the quantum field operator

$$
\begin{equation*}
\hat{a}_{\alpha}(y)=\sum_{i}\left(a_{\alpha}^{(i)}(y) \hat{b}_{i}+\overline{a_{\alpha}^{(i)}(y)} \hat{b}_{i}^{*}\right), \tag{7.20}
\end{equation*}
$$

where $\hat{b}_{i}$ and $\hat{b}_{i}^{*}$ are destruction and creation operators acting on a Fock space. There is a unique vacuum state $|0\rangle$, annihilated by $\hat{b}_{i}$, and the repeated action of the $\hat{b}_{i}^{*}$ builds up the whole space. The following commutation relations are postulated, $\left[\hat{b}_{i}, \hat{b}_{j}\right]=0=\left[\hat{b}_{i}^{*}, \hat{b}_{j}^{*}\right]$ and

$$
\begin{equation*}
\left[\hat{b}_{i}, \hat{b}_{j}^{*}\right]=\delta_{i j} \tag{7.21}
\end{equation*}
$$

With these definitions one has

$$
\begin{equation*}
D_{\alpha \beta}\left(y, y^{\prime}\right)=\langle 0| \hat{a}_{\alpha}(y) \hat{a}_{\beta}\left(y^{\prime}\right)|0\rangle \tag{7.22}
\end{equation*}
$$

This is the Gupta-Bleuler quantization paradigm.

## Quantum field theory

From now on, the field under discussion is the quantum field operator (7.20), but for convenience this operator will be denoted $a_{\alpha}(x)$ without the caret. The action (7.7) leads to

$$
\begin{equation*}
\partial^{2} a_{\alpha}=j_{\alpha} \tag{7.23}
\end{equation*}
$$

where $j_{\alpha}(x)$ also stands for a quantum field operator from now on. The conservation law for $j$, in the weak form (7.8), yields

$$
\begin{equation*}
\partial^{2} \partial^{2} y \cdot a=0 \tag{7.24}
\end{equation*}
$$

The field $y \cdot a$ that, according to the discussion in Sec. VI, describes the scalar photons is thus a free field. (As will be seen in Sec. VIII, $y \cdot a$ is a dipole ghost. What is important is the fact that the wave equation for $y \cdot a$ is unaffected by the interaction.) This information expresses the decoupling of the scalar modes and is equivalent to what was learned about the propagator $K_{q}{ }^{-}$in the same section [absence of $\psi_{s} \psi_{s}^{*}$ terms in (6.15)]. Recall that $y \cdot a=0$ is the "Lorentz condition"; the quantum field operator does not satisfy this condition, but it does satisfy (7.24), in strict analogy with the equation $\square \partial \cdot A=0$ in ordinary QED. Equation (7.24) shows that the scalar photons have no interactions.

No attempt will be made at this point to define an $S$ matrix or any other observables; this will be done after the theory has been translated into Minkowski space notation.

## VIII. CONFORMAL QED IN MINKOWSKI SPACE-TIME

## Resume

Our construction of conformal QED in the manifestly covariant formalism may be briefly summarized as follows. We restrict ourselves to the simplest (Feynman) gauge. The Gupta-Bleuler quantization procedure (as generalized) led to the wave equation

$$
\begin{equation*}
\partial^{2} a_{c z}=j_{\alpha} \tag{8.1}
\end{equation*}
$$

where $a_{a c}$ has degree of homogeneity - 1 . Gauge invariance leads to the conservation law

$$
\begin{equation*}
\partial_{\alpha} j_{\alpha}+\frac{1}{2} \partial^{2} y_{\alpha} j_{\alpha}=0 \tag{8.2}
\end{equation*}
$$

The Lorentz condition that eliminates the scalar photons
and thus projects onto the subspace of transverse and longitudinal photons is

$$
\begin{equation*}
y_{\alpha} a_{\alpha}=0 \tag{8.3}
\end{equation*}
$$

The longitudinal photon fields (gauge fields) are of the form

$$
\begin{equation*}
a_{\alpha}=\operatorname{Grad}_{\alpha} \Lambda=y_{\alpha} \partial^{2} \Lambda-2 \partial_{\alpha} \Lambda \tag{8.4}
\end{equation*}
$$

with $\partial^{2} \partial^{2} \Lambda=0$. Finally, one must require invariance under the current gauge transformation

$$
\begin{equation*}
j_{\alpha} \rightarrow j_{\alpha}+y_{\alpha} \Lambda \tag{8.5}
\end{equation*}
$$

We must now rewrite all this in the conventional, Minkowski notation.

## Minkowski coordinates

Let $x_{+}=y_{4}+y_{5}$, and introduce the inhomogeneous coordinates

$$
\begin{equation*}
x_{\mu}=y_{\mu} / x_{+}, \quad B=y^{2} / x_{+}^{2}, \quad \mu=0,1,2,3 \tag{8.6}
\end{equation*}
$$

On the projective cone $B=0$ and $\left(x_{\mu}, x_{+}\right) \simeq\left(x_{\mu}, \lambda x_{+}\right)$for $\lambda \neq 0$; this is a compactification of Minkowski space, coordinated by $\left(x_{\mu}\right)$. The electromagnetic potential is the 1 -form

$$
\begin{equation*}
a_{\alpha} d y_{\alpha}=A_{\mu} d x_{\mu}+\left(A_{+} / x_{+}\right) d x_{+}+A_{B} d B \tag{8.7}
\end{equation*}
$$

(One replaces $z_{\alpha}$ of Sec. IV by $d y_{\alpha}$.) The fields $A_{\mu}, A_{+}, A_{B}$ are independent of $x_{+}$. Explicitly,

$$
\begin{align*}
& a_{\mu}=x_{+}^{-1}\left(A_{\mu}+2 x_{\mu} A_{B}\right) \\
& \quad A_{\mu}=x_{+}\left[a_{\mu}-x_{\mu}\left(a_{4}+a_{5}\right)\right]  \tag{8.8}\\
& a_{4}=-x_{+}^{-1}\left[-x \cdot A+A_{+}-\left(1+x^{2}\right) A_{B}\right] \\
& A_{B}=\frac{1}{2} x_{+}\left(a_{4}+a_{5}\right),  \tag{8.9}\\
& a_{5}=x_{+}^{-1}\left[-x \cdot A+A_{+}+\left(1-x^{2}\right) A_{B}\right] \\
& A_{+}=y \cdot a \tag{8.10}
\end{align*}
$$

For the currents one has similar relations, except that the factor $x_{+}^{-1}$ is replaced by $x_{+}^{-3}$.

## Current conservation

The conservation law (8.2) takes the form

$$
\begin{equation*}
\square J_{+}+2 \partial \cdot J=0 \tag{8.11}
\end{equation*}
$$

This is an ordinary conservation law:

$$
\begin{equation*}
\partial \cdot J^{\prime}=0, \quad J_{\mu}^{\prime} \equiv J_{\mu}+\frac{1}{2} \partial_{\mu} J_{+} . \tag{8.12}
\end{equation*}
$$

The current gauge transformation (8.5) affects only $J_{B}$, so this component of the current must effectively decouple.

## Lorentz condition

The Lorentz condition (8.3) becomes
$A_{+}=0 \quad$ (conformal Lorentz condition),
and ( $A_{\mu}, A_{+}, A_{B}$ ) is a gauge field if, in addition,
$A_{\mu}=\partial_{\mu} \Lambda, \quad A_{B}=-\frac{1}{4} \square \Lambda$,
with $\square^{2} \Lambda=0$. Let us now study the action and the field equations.

## Field equations

The action (7.7) takes the form

$$
\begin{align*}
& \int d^{4} x\left(\frac{1}{2} A_{\mu} \square A_{\mu}-4 A_{B} \partial \cdot A+2 A_{+} \square A_{B}\right. \\
& \left.\quad-8 A_{B} A_{B}-A \cdot J-2 A_{+} J_{B}-2 A_{B} J_{+}\right) \tag{8.15}
\end{align*}
$$

The field equations are thus

$$
\begin{align*}
& \square A_{\mu}+4 \partial_{\mu} A_{B}=J_{\mu},  \tag{8.16}\\
& \square A_{+}-2 \partial \cdot A-8 A_{B}=J_{+},  \tag{8.17}\\
& \square A_{B}=J_{B} . \tag{8.18}
\end{align*}
$$

By setting $J_{\mu}=J_{B}=J_{+}=A_{+}=0$, one obtains the conformally invariant spin one equations of Mayer and Bayen and Flato. ${ }^{26}$ The necessity of the current $J_{B}$ becomes apparent as soon as one tries to reintroduce a source $J_{\mu}$ to (8.16); one finds that the resulting system of equations will not be conformally invariant unless one also returns $J_{B}$ to (8.18). To find the consequences of current conservation, Eq. (8.11) or (8.12), take the divergence of (8.16) and combine with (8.17) to find that

$$
\begin{equation*}
\square^{2} A_{+}=0 \tag{8.19}
\end{equation*}
$$

The scalar photons, characterized by $A_{+} \neq 0$, are thus dipole ghosts, as are the gauge photons of Eq. (8.14).

The Lorentz condition (8.13) is not satisfied by the quantum field operator, but one can choose initial conditions such that (see Notes added in proof)

$$
\begin{equation*}
A_{+}|\Psi\rangle=0, \tag{8.20}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\Phi|\Psi\rangle=0, \quad \Phi \equiv \square A_{+}=2 \partial \cdot A+8 A_{B}+J_{+} \tag{8.21}
\end{equation*}
$$

Since $\Phi$ is a free field, $\Phi|\psi\rangle$ remains zero at all times; hence $\square A_{+}|\Psi\rangle$ vanishes, and the condition $A_{+}|\Psi\rangle=0$ is also preserved at all times. These conditions are conformally invariant, since (8.20) is the same as $y_{\alpha} a_{\alpha}|\Psi\rangle=0$; and Eq. (8.21) is the same as $y_{\alpha}\left(\partial^{2} a_{\alpha}-j_{\alpha}\right)|\Psi\rangle=0$.

Eliminating $A_{B}$ from (8.16)-(8.18), one gets

$$
\begin{align*}
& \square A_{\mu}-\partial_{\mu} \partial \cdot A=J_{\mu}^{\prime \prime}=J_{\mu}^{\prime}-\frac{1}{2} \partial_{\mu} \Phi,  \tag{8.22}\\
& \square \partial \cdot A=\frac{1}{2} \square J_{+}-4 J_{B}, \quad \square \Phi=0 . \tag{8.23}
\end{align*}
$$

Recall that $J_{B}$ is the pure current type gauge field. Setting $J_{B}=0$ violates conformal invariance unless $J_{+}$and $J_{\mu}$ vanish as well. To show that $J_{B}$ is, nevertheless, irrelevant, it is enough to define a new vector potential $A_{\mu}^{\prime}$
$\equiv A_{\mu}+4 \square^{-1} \partial_{\mu} A_{B}$; then $J_{B}$ disappears from (8.23), and the action takes the form
$\int d^{4} x\left(-\frac{1}{2} A_{\mu}^{\prime} \square A_{\mu}^{\prime}+A^{\prime} \cdot J^{\prime}\right.$

$$
\begin{equation*}
\left.+4 A_{B} \square^{-\prime} \partial \cdot J^{\prime}+2 A_{+} J_{B}-2 A_{+} \square A_{B}\right) . \tag{8.24}
\end{equation*}
$$

Variation of $A_{B}$ gives $\square A_{+}=2 \square^{-1} \partial \cdot J^{\prime}$. The ambiguity inherent in the choice of inverse of $\square$ is resolved by the boundary condition $A_{+}|\Psi\rangle=0$. One sees that the unfamiliar fields decouple completely, leaving ordinary QED.

## Conformal transformations

Equations (8.1)-(8.3) are invariant under the $\operatorname{SO}(4,2)$ transformations

$$
T_{A}: a \rightarrow a^{\prime}, \quad a_{r \tau}^{\prime}(y)=\Lambda_{\alpha \beta} a_{\beta}(y \Lambda), \quad \Lambda \in \operatorname{SO}(4,2)
$$

This transformation law can be expressed in terms of the Minkowski fields $A_{\mu}, A_{B}$, and $A_{+}$, with the help of (8.6)(8.10) and the usual rule

$$
\begin{equation*}
A_{\alpha}^{\prime}\left(x^{\prime}\right)=\frac{\partial x_{\beta}}{\partial x_{\alpha}^{\prime}} A_{\beta}(x) \tag{8.26}
\end{equation*}
$$

One then finds that under an infinitesimal dilatation,
$1+i \epsilon L_{56}$

$$
\begin{align*}
& \delta A_{\mu}(x)=\epsilon \hat{D} A_{\mu}(x)=-\epsilon(x \cdot \partial+1) A_{\mu}(x)  \tag{8.27}\\
& \delta A_{B}(x)=\epsilon \hat{D} A_{B}(x)=-\epsilon(x \cdot \partial+2) A_{B}(x)  \tag{8.28}\\
& \delta A_{+}(x)=\epsilon \hat{D} A_{+}(x)=-\epsilon(x \cdot \partial) A_{+}(x) \tag{8.29}
\end{align*}
$$

which indicates that the conformal degrees of $A_{\mu}, A_{B}$, and $A_{+}$are, respectively, $-1,-2$, and 0 . Under an infinitesimal special conformal tranformation $1+i \epsilon^{\mu}\left(L_{s_{\mu}}-L_{6 \mu}\right)$

$$
\begin{align*}
\delta A_{\mu}(x)= & \left\{\left[x^{2}(\epsilon \cdot \partial)+2(\epsilon \cdot x) \hat{D}\right] \delta_{\mu}^{\prime \prime}\right. \\
& \left.+2\left(x_{\mu} \epsilon^{\prime \prime}-\epsilon_{\mu} x^{v}\right)\right\} A_{v}(x)+2 \epsilon_{\mu} A_{+}(x)  \tag{8.30}\\
\delta A_{B}(x)= & {\left[x^{2}(\epsilon \cdot \partial)+2(\epsilon \cdot x) \hat{D}\right] A_{B}(x)-\epsilon^{\mu} A_{\mu}(x) }  \tag{8.31}\\
\delta A_{+}(x)= & {\left[x^{2}(\epsilon \cdot \partial)+2(\epsilon \cdot x) \hat{D}\right] A_{+}(x) } \tag{8.32}
\end{align*}
$$

It is apparent from (8.27)-(8.32) that, while $A_{+}$itself transforms homogeneously under the action of the conformal group, it also leaks into $A_{\mu}$ and that $A_{\mu}$, in turn, leaks into $A_{B}$. The indecomposable nature of the conformal vector field is thus manifest in this coordinate system. The invariance of the "Lorentz condition" $A_{+}=0$ is also evident. The currents $J_{\mu}, J_{B}$, and $J_{+}$transform similarly except that their conformal degrees are, respectively, $-3,-4$, and -2 . One can easily check the invariance of (8.15)-(8.18)

There is one point that needs elaboration. Previous formulations of conformal electrodynamics have imposed the conditions $y \cdot a$ on the field and $y \cdot j$ on the current. With these restrictions the field equations and the transformations simplify, since $A_{+}$and $J_{+}$vanish. It is perhaps worthwhile to repeat at this point the reason why $A_{+}$cannot vanish in a conformal quantum field theory. The quantum field operator was defined by (7.20). [The caret on $\hat{a}_{\alpha}(y)$ was subsequently dropped.] In the sum (7.20) there is a contribution from the scalar photons; without such field modes it is impossible to construct a covariant propagator. What does not emerge clearly in (7.21), but what is evident in (6.3), for example, is that the scalar photons are canonically conjugate to the longitudinal photons. Conformal invariance requires that the "longitudinal modes" be quantized along with the transverse modes, but this is impossible without the help of the scalar modes.

## Propagator

The definition (7.20) of the quantum field operator $a_{\alpha}$, in terms of wave functions and a set of creation and destruction operators, can, of course, be rewritten in terms of the new notation introduced by (8.8)-(8.10). Equations (7.19) and (7.22) leads to the following homogeneous propagators for $\left(A_{\mu}, A_{+}, A_{B}\right)$ :

$$
\begin{align*}
& D_{\mu \nu}\left(x, x^{\prime}\right)=\langle 0| A_{\mu}(x) A_{v}\left(x^{\prime}\right)|0\rangle=\delta_{\mu \nu} D\left(x, x^{\prime}\right) \\
& \quad \equiv-2 \delta_{\mu \nu} /\left(x-x^{\prime}\right)^{2}  \tag{8.33}\\
& \text { and similarly }
\end{align*}
$$

$$
\begin{align*}
& D_{\mu+}\left(x, x^{\prime}\right)=\left(x_{\mu}^{\prime}-x_{\mu}\right) D\left(x, x^{\prime}\right)  \tag{8.34}\\
& D_{+B}\left(x, x^{\prime}\right)=\frac{1}{2} D\left(x, x^{\prime}\right)  \tag{8.35}\\
& D_{\mu B}=D_{B B}=0, \quad D_{++}=1 \tag{8.36}
\end{align*}
$$

The fact that $D_{++}=1$ reveals the presence of the zero energy mode; that is, the trivial representation $D(0,0,0)$ in $(6.16)$.

## Representations

It remains only to clarify the group representations. The restrictions to the Poincaré group are conjectured to be as follows (see Notes added in proof):

$$
\begin{align*}
& D_{6} \mid \mathscr{P}=D_{1} \rightarrow D_{4} \rightarrow D_{1}  \tag{8.37}\\
& D(1,0,0) \mid \mathscr{P}=D(0,0)  \tag{8.38}\\
& D(1,1 / 2,1 / 2) \mid \mathscr{P}=D(0,0) \rightarrow D(0,0)  \tag{8.39}\\
& D(2,1,0) \mid \mathscr{P}=D(0,1)  \tag{8.40}\\
& D(2,0,1) \mid \mathscr{P}=D(0,-1) \tag{8.41}
\end{align*}
$$

The augmented triplet $(6.16)$ becomes

$$
\begin{aligned}
& {[D(0,0) \rightarrow D(0,0)]} \\
& \quad \simeq D(0,0) \otimes\left[D_{1} \rightarrow D_{4} \rightarrow D_{1}\right] \\
& \quad \simeq D(0,0) \rightarrow\left[D(0,0) \otimes D_{4}\right] \rightarrow D(0,0) .
\end{aligned}
$$

The equivalences expressed here are algebraic equivalences. The last expression is especially illuminating. The center bracket is the usual triplet (2.5). The extra scalar field on the left is $\Phi$, and the extra gauge field on the right is $\square A_{B}$. These extra fields distinguish conformal QED. They play no actual role in the evaluation of the $S$ matrix (except perhaps in the renormalization program), but they participate in the construction of the indefinite metric Fock space. The larger Fock space is required in order that the conformal group act on it.

## IX. FINAL REMARKS

1. We have formulated an action principle and quantization rules for a conformally invariant field theory, but no reference was made to the possibility of a physical interpretation. No conformal field theory is known that has a direct physical application. Masses can and must be introduced by hand, but this is not the only source of breakdown of conformal invariance.

To have a physical interpretation, one must decide what are the observables. This is very difficult to do within a context in which all the particles are massless, but one may attempt to begin by discussing scattering experiments. This is beset with well-known difficulties, but it may be possible in perturbation theory at least. The boundary conditions appropriate to scattering are incompatible with the structure of the projective cone, for this space has no global causal structure ${ }^{27}$ and no "infinity." Infinity in the sense of Minkowski space is introduced artificially through the choice of coordi-
nates. Massless particles interacting with other massless particles in a conformally invariant field theory do not know where infinity is and therefore they do not stop interacting with each other as they become infinitely separated (in Minkowski coordinate sense). The introduction of a mass term $m \bar{\psi} \psi$ in the Minkowski space action is equivalent to adding a term of the form $\left(y_{4}+y_{5}\right)^{-1} m \bar{\psi} \psi$ to the conformal action. A massive particle therefore knows where infinity is-at $y_{4}+y_{5}=0$-and the stage is set for describing scattering. Whether masses are introduced or not, it is necessary to choose the location of Minkowski infinity on the projective cone, before the conventional postulates of scattering theory make any sense. ${ }^{28}$

Conventionally, the way this is done, is to define a perturbative $S$ matrix through the imposition of boundary conditions of the inhomogeneous propagator. The choice

$$
\begin{equation*}
D^{F}\left(x, x^{\prime}\right)=-2 i\left[\left(x-x^{\prime 2}\right)+i \epsilon\right]^{-1} \tag{9.1}
\end{equation*}
$$

exploits the global, causal (but not conformally invariant) structure of Minkowski space. At first sight, this expression may seem to be conformally invariant. Indeed, if (9.1) is introduced into (8.26)-(8.29), in place of the homogeneous propagator $D\left(x, x^{\prime}\right)$, and the result rewritten in terms of the sixdimensional coordinates, then one obtains the tensor operator

$$
D_{\alpha \beta}^{F}\left(y, y^{\prime}\right)=i \delta_{\alpha \beta}\left(y \cdot y^{\prime}+i \epsilon\right)^{-1} .
$$

The problem is that this is not a distribution over the projective cone. (Recall that the projective cone is defined by the projection $y_{\alpha} \simeq \lambda y_{\alpha}, \lambda \neq 0$. Distributions on $R^{6}$ are interpretable as distributions on the projective cone only if they are homogeneous. This problem could be solved by replacing the projective cone by its double covering defined by $y_{\alpha} \simeq \lambda y_{\alpha}, \lambda>0 .{ }^{29}$ )
2. The fact that conformal invariance is broken, by the causal structure and by the introduction of masses, does not mean that potential benefits of the conformal structure is lost. On the contrary, the lesson learned by the application of soft symmetry breaking to nonabelian gauge theories is that the partial preservation of symmetry by Ward-Takahashi identities is of great utility in renormalization. In order to determine whether conformal invariance (though broken) is especially beneficial, it was necessary first to formulate a conformally invariant field theory. We have seen that this leads to a richer ghost structure than that of conventional QED, but we have not yet examined the effect that this may have on the removal of infrared and ultraviolet divergences. We suggest that it may be useful to do so, and that conformally invariant nonabelian gauge theories should also be studied in this manner. Note in this connection the appearance of the zero-energy ghost, and the related result $\langle 0| A_{+}(x) A_{+}\left(x^{\prime}\right)|0\rangle=1$; does this have anything to do with the Higgs-Kibble field and its nonvanishing vacuum expectation value? The reduction to Minkowski notation was done in the simplest gauge only: $c=0$ in Eq. (7.6). In any other gauge the field equations contain third order derivatives. It seems unlikely that this improves the ultraviolet behavior, but it is worth looking into. See in this connection Ref. 30.
3. The techniques developed in this paper will be applied to a study of conformal gravity (see Notes added in proof).
4. The construction of unitary representations of semisimple groups on quotient spaces is being rapidly developed by mathematicians; see especially papers by Blattner and Rawnsley, ${ }^{31}$ Schmid and Wolf, ${ }^{32}$ and Rawnsley, Schmid, and Wolf, ${ }^{33}$ and Schmid's Berlin address. ${ }^{34}$

Notes added in proof: 1 . Equation (8.20) and similar subsequent equations are stated incorrectly. It is the annihilating part of $A_{+}$that kills the physical state $|\Psi\rangle$.
2. The ideas of this paper have been applied to de Sitter QED (to appear in Annals of Physics) and to linear conformal quantum gravity [Phys. Rev. D 27, 2249 (1983)].
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## APPENDIX A: INDECOMPOSABLE MODULES

Let us first recall some basic facts concerning minimal weight representations of semisimple groups. Our interest in minimal weight representations stems from the physical requirement of a lower bound on the energy spectrum (without which a vacuum state cannot be defined). We shall consider here only minimal weight representations which are $K$-finite, that is:

Definition: A representation with minimal weight $\lambda$ is said to be $K$-finite if in its associated weight diagram the multiplicity of each weight is finite and if only finite-dimen-
sional irreducible representations of the maximal compact subgroup occur. We shall also say that a weight $\lambda$ is $K$-finite if it is the minimal weight of a $K$-finite representation.

Now if $g$ is a semisimple Lie algebra of rank $l$, then there exist $l$ independent Casimir operators in the enveloping algebra of $g$. If $D$ is a finite-dimensional representation of $g$, then the values of these Casimirs on $D$ can be used to uniquely characterize the representation. However, if $D$ is a minimal weight representation (i.e., bounded only from below), then it is possible for other (inequivalent) minimal weight representations of $g$ to have the same values for the Casimir operators. If this is the case, then the minimal weights of these representations must be related by Weyl reflection. More precisely, two inequivalent irreducible representations $D_{\lambda}$ and $D_{\mu}$ with minimal weights $\lambda$ and $\mu$, respectively, possess the same values for the Casimir operators if and only if

$$
\begin{equation*}
\lambda-\rho=w(\mu-\rho) \tag{A1}
\end{equation*}
$$

where $w$ is an element of the Weyl group of $g$ and $\rho$ is one-half the sum of the negative roots of $g$. In such a case, both the minimal weights and the irreducible representations themselves are said to be Weyl-equivalent.

Finally, we point out that a precondition for the occurrence of a nondecomposable representation

$$
D_{i} \rightarrow D_{\mu}
$$

is the equality of the values of the Casimir operators on $D_{\lambda}$ and $D_{\mu}$. For if a Casimir operator $C$ had different values in $D_{i}$ and in $D_{\mu}$, then the operator $C$ in $D_{\lambda} \rightarrow D_{\mu}$ could be diagonalized and the representation then decomposed via Schur's lemma. ${ }^{24}$

The Cartan-Weyl decomposition of so $(4,2)$ by the Cartan subalgebra spanned by (3.3) yields 12 nonzero roots

$$
\begin{equation*}
\left( \pm 1, \pm \frac{1}{2}, \pm \frac{1}{2}\right), \quad(0, \pm 1,0), \quad(0,0, \pm 1) \tag{A2}
\end{equation*}
$$

Using the ordering described in Sec. III, we compute $\rho$ to be

$$
\begin{equation*}
\rho=\left(2,-\frac{1}{2},-\frac{1}{2}\right) \tag{A3}
\end{equation*}
$$

The 12 roots generate six independent Weyl reflections through planes through the point $\rho$ in weight space

$$
\begin{align*}
& w\left(1,-\frac{1}{2},-\frac{1}{2}\right)\left(E j_{1} j_{2}\right)=\left(j_{1}+j_{2}+3, \frac{1}{2}\left(E+j_{1}-j_{2}-2\right)-\frac{1}{2}, \frac{1}{2}\left(E-j_{1}+j_{2}-2\right)-\frac{1}{2}\right), \\
& w\left(1,-\frac{1}{2}, \frac{1}{2}\right)\left(E, j_{1}, j_{2}\right)=\left(j_{1}-j_{2}+2, \frac{1}{2}\left(E+j_{1}+j_{2}-1\right)-\frac{1}{2}, \frac{1}{2}\left(E-j_{1}-j_{2}-3\right)-\frac{1}{2}\right), \\
& w\left(1, \frac{1}{2},-\frac{1}{2}\right)\left(E, j_{1}, j_{2}\right)=\left(j_{2}-j_{1}+2, \frac{1}{2}\left(E-j_{1}-j_{2}-3\right)-\frac{1}{2}, \frac{1}{2}\left(E+j_{1}+j_{2}-1\right)-\frac{1}{2}\right), \\
& w\left(1, \frac{1}{2}, \frac{1}{2}\right)\left(E, j_{1}, j_{2}\right)=\left(1-j_{1}-j_{2}, \frac{1}{2}\left(E-j_{1}+j_{2}-2\right)-\frac{1}{2}, \frac{1}{2}\left(E+j_{1}-j_{2}-2\right)-\frac{1}{2}\right), \\
& w(0,1,0)\left(E, j_{1} j_{2}\right)=\left(E,-1-j_{1} j_{2}\right) \\
& w(0,0,1)\left(E, j_{1}, j_{2}\right)=\left(E, j_{1},-1-j_{2}\right) . \tag{A4}
\end{align*}
$$

When compounded, these six reflections produce a lattice which may contain as many as 24 different weights.

Yet only a few of these Weyl equivalent weights are $K$ finite. For a minimal weight representation $D\left(E_{0}, j_{1} j_{2}\right)$ is not $K$-fintte unless both $2 j_{1}$ and $2 j_{2}$ are nonnegative integers.

The symmetry of the lattice generated by the six reflections allows one to infer that if a weight $\left(a+2, b-\frac{1}{2}, c-\frac{1}{2}\right)$ occurs, then so do all those weights obtained from $\left(a+2, b-\frac{1}{2}, c-\frac{1}{2}\right)$ when one replaces $a$ by $-a, b$ by $-b$, and/or $c$ by $-c$. We can thus draw out of the six simple
reflections the following transformations:

$$
\begin{align*}
w_{0}\left(E, j_{1}, j_{2}\right)= & \left(E, j_{1}, j_{2}\right),  \tag{A5}\\
w_{1}\left(E, j_{1}, j_{2}\right)= & \left(j_{1}+j_{2}+3, \frac{1}{2}\left|E+j_{1}-j_{2}-2\right|-\frac{1}{2},\right. \\
& \left.\frac{1}{2}\left|E-j_{1}+j_{2}-2\right|-\frac{1}{2}\right),  \tag{A6}\\
w_{2}\left(E, j_{1}, j_{2}\right)= & \left(j_{1}-j_{2}+2, \frac{1}{2}\left|E+j_{1}+j_{2}-1\right|+\frac{1}{2},\right. \\
& \left.\frac{1}{2}\left|E-j_{1}-j_{2}-3\right|+\frac{1}{2}\right),  \tag{A7}\\
w_{3}\left(E, j_{1}, j_{2}\right)= & \left(j_{2}-j_{1}+2, \frac{1}{2}\left|E-j_{1}-j_{2}-3\right|-\frac{1}{2},\right. \\
& \left.\frac{1}{2}\left|E+j_{1}+j_{2}-1\right|-\frac{1}{2}\right),  \tag{A8}\\
w_{4}\left(E, j_{1}, j_{2}\right)= & \left(1-j_{1}-j_{2}, \frac{1}{2}\left|E-j_{1}+j_{2}-2\right|-\frac{1}{2},\right. \\
& \left.\frac{1}{2}\left|E+j_{1}-j_{2}-2\right|-\frac{1}{2}\right),  \tag{A9}\\
w_{5}\left(E, j_{1}, j_{2}\right)= & \left(4-E, j_{1} j_{2}\right) . \tag{A10}
\end{align*}
$$

These new weights will be $K$-finite so long as the expressions within the absolute value signs are integral and non-vanishing. In fact, these weights account for all the Weyl equivalents of $\left(E, j_{1}, j_{2}\right)$ that are $K$-finite.

Let $R\left(E_{0}, j_{1}, j_{2}\right)$ be any indecomposable or irreducible $K$-finite representation of so(4,2) with minimal multiplicityfree weight $\left(E_{0}, j_{1}, j_{2}\right)\left(E_{0} \in R ; 2 j_{1}\right.$ and $2 j_{2}$ nonnegative integers). From Eqs. (A5)-(A10) we see that if

$$
\begin{equation*}
E_{0}>j_{1}+j_{2}+2 \tag{A11}
\end{equation*}
$$

then there is no $K$-finite Weyl equivalent of $\left(E, j_{1}, j_{2}\right)$ that lies within the weight diagram of $R\left(E_{0}, j_{1}, j_{2}\right)$. But this implies that there can be no indecomposable structure within $R\left(E_{0}, j_{1}, j_{2}\right)$ and so it must be irreducible. This condition is also sufficient for unitarity, as will now be demonstrated.

Consider a continuous family $\mathscr{F}\left(j_{1}, j_{2}\right)$ of indecomposable or irreducible representations

$$
\mathscr{J}\left(j_{1}, j_{2}\right)=\left\{R\left(E_{0}, j_{1}, j_{2}\right) ; E_{0} \in R\right\}
$$

Let $L$ be any element of the complex extension of $\operatorname{so}(4,2)$ with the property that

$$
\left[L_{05}, L\right]=L
$$

Then there are complex numbers $a_{k}, k=1,2,3,4$, such that $L=\Sigma a_{k}\left(L_{k s}-i L_{k 0}\right)$. If the $a_{k}$ are real, then in a unitary representation $L^{+}=\Sigma a_{k}\left(L_{k 5}+i L_{k 0}\right)$. The operator $L$, acting on an eigenvector of $L_{05}$, increases the eigenvalue by one and $L^{+}$decreases it by 1 . If the operator $L^{+} L$ is positive definite for one set of (real) $a_{k}$, then it is positive definite for all such sets [because the co-adjoint action of so(4) on $a_{1}, \ldots, a_{4}$ is irreducible]. Now $R\left(E_{0}, j_{1}, j_{2}\right)$ is unitary if $E_{0}$ is large enough, and $L^{+} L$ is positive definite. As the parameter $E_{0}$ is decreased, there comes a critical point at which $L^{+} L$ becomes singular. For that value of $E_{0}, R\left(E_{0}, j_{1}, j_{2}\right)$ must be indecomposable; as the singularity of $L^{+} L$ implies that there exists a state above ( $E_{0}, j_{1}, j_{2}$ ) which cannot be returned to $\left(E_{0}, j_{1}, j_{2}\right)$. Thus two subrepresentations result, characterized by unequal but Weyl equivalent minimal weights $\alpha=\left(E_{0}, j_{1}, j_{2}\right)$ and $\alpha^{\prime}$ with $\alpha^{\prime}>\alpha$. But this cannot happen if (A11) holds; therefore, (A11) is a sufficient condition for unitary. In fact, it is also necessary if $j_{1} j_{2} \neq 0 .{ }^{32,21}$ In the special case where either $j_{1}$ or $j_{2}$ is zero, then the condition (A11) may be extended to

$$
\begin{equation*}
E_{0}>j_{1}+j_{2}+1 \tag{A12}
\end{equation*}
$$

since the relevant transformation (A16) will not produce a $K$ -
finite weight above $\alpha=\left(E_{0}, j_{1}, j_{2}\right)$ until $E_{0}=j_{1}+j_{2}+1$ (see Fig. 1).

Now what happens to $R\left(E_{0}, j^{\prime}, j_{2}\right)$ if we allow $E_{0}$ to fall below the limit of (A11) [or (A12)]? From the above argument we infer that $L^{+} L$ will become indefinite and thus the subrepresentation $D\left(E_{0}, j_{1} j_{2}\right)$ will be nonunitary. It is apparent from (A6) that a Weyl equivalent weight will continue to reside above $\left(E_{0}, j_{1}, j_{2}\right)$; however, this weight will not be $K$ finite unless $E_{0}$ is integral. But when

$$
\left(E_{0}, j_{1}, j_{2}\right)=\left(j_{1}+j_{2}+3-n, j_{1} j_{2}\right), \quad n=1,2, \ldots
$$

the transformation (A6) yields

$$
\left(j_{1}+j_{2}+3, j_{1}-n / 2 ; j_{2}-n / 2\right)
$$

which is $K$-finite so long as $2 j_{1}$ and $2 j_{2}$ are greater than or equal to $n$. Thus indecomposable representations of the form $D\left(j_{1}+j_{2}+3-n, j_{1}, j_{2}\right) \rightleftarrows D\left(j_{1}+j_{2}+3, j_{1}-n / 2, j_{2}-n / 2\right)$ are possible. Indeed, when $j_{1}=j_{2}=s / 2$, such repesentations may be connected with "current type gauge fields of order $n$ " (see Fig. 1).

From (A7) and (A8) we see that another Weyl-equivalent weight will appear above $\left(E_{0}, j_{1}, j_{2}\right)$ when $E_{0}$ reaches

$$
\begin{equation*}
E_{0}=\left|j_{1}-j_{2}\right|+1, \tag{A13}
\end{equation*}
$$

namely,

$$
\left(j_{1}-j_{2}+2, j_{1}-\frac{1}{2}, j_{2}-\frac{1}{2}\right)
$$

where we have assumed without loss of generality that $j_{1}>j_{2}$. If $j_{1}=j_{2}=s / 2>0$, then the three transformations (A7), (A8), and (A10) all come into play when $E_{0}$ reaches the value (A13). These transformations together with (A6) put a total of four $K$-finite Weyl equivalent weights

$$
\begin{aligned}
& (s+3,0,0), \\
& (3, s / 2, s / 2), \\
& (2,(s / 2)+(1 / 2),(s / 2)-(1 / 2)), \\
& (2,(s / 2)-(1 / 2),(s / 2)+(1 / 2))
\end{aligned}
$$

above ( $1, \mathrm{~s} / 2, \mathrm{~s} / 2$ ). Among the many possibilities for indecomposable representations with these minimal weights is

$$
\begin{aligned}
& {\left[D\left(2,(s / 2)+\frac{1}{2},(s / 2)-\frac{1}{2}\right) \oplus D\left(2,(s / 2)-\frac{1}{2},\left(s / 2+\frac{1}{2}\right)\right]\right.} \\
& \quad \rightarrow D(1, s / 2, s / 2),
\end{aligned}
$$

which describes "first-order gradient type gauge fields."
If $j_{1}=j_{2}=0$, then the transformations (A7) and (A8) do not produce $K$-finite equivalent weights above ( $E_{0}, j_{1}, j_{2}$ ) until $E_{0}$ reaches the value 0 . But here (A9) also comes into play and so one obtains the following complete set of $K$-finite Weyl equivalent representations:

$$
\begin{aligned}
& D(4,0,0), \\
& D\left(3, \frac{1}{2}, \frac{1}{2}\right), \\
& D(2,1,0), \quad D(2,0,1) \\
& D\left(1, \frac{1}{2}, \frac{1}{2}\right), \\
& D(0,0,0) .
\end{aligned}
$$

This particular case is important since it exposes the maximal structure of an indecomposable representation involving the physical photon $D(2,1,0) \oplus D(2,0,1)$ (see Fig. 2).


## APPENDIX B: PROPAGATORS

The constraint $\operatorname{Tr} K=0$, when applied to (5.1), reads
$\left[y \cdot \partial_{z}+(1-d-2 s) y \cdot \partial_{z}\right] K=0$,
and gives the constraint
$[(3-d) / 2+b-s]^{-1} C_{a b}+(s-a-b)^{-1} C_{a, b+1}$

$$
\begin{equation*}
+a^{-1} \mathrm{C}_{a-1, b+1}=0 \tag{B2}
\end{equation*}
$$

This fixed $C_{a b}$ in terms of $C_{o b}$, the latter remaining arbitrary. The constraint Div $K=0$ gives the recursion relation

$$
\begin{align*}
A_{a b} & C_{a b}+(N+1-a-b)(s+1-a-b) \\
& \times\left[C_{a, b-1}-C_{a-1, b}\right] \\
& +(a+1)^{2} C_{a+1, b-1} \\
& -(a+1)^{2} C_{a+1, b}=0,  \tag{B3}\\
A_{a b} & \equiv(b-a)(N+s-2 a-2 b)+b(b+2 a+d+1)-s \tag{B4}
\end{align*}
$$

This is consistent with (B2) and determines $C_{a b}$ in terms of $C_{00}=1$. For $s=1$ one obtains the coefficients shown in (5.5).

## APPENDIX C: MODAL DECOMPOSITION

To find the decomposition of a propagator such as (5.5) one expands each inner product in a Fourier series, as in

$$
2 y \cdot z^{\prime}=y_{+} z_{-}^{\prime}-2 y \cdot z^{\prime}+y_{-} z_{+}^{\prime}
$$

The notation was explained in (4.18) and (5.3). The first term has the lowest energy: -1 . In the case of nonintegral powers of $y \cdot y^{\prime}$, the expansion (5.2) has to be used. In (5.5), the first factor has lowest energy $1-N$. The first two terms in the bracket have lowest energy -2 , but there is a cancellation so that the combination has lowest energy -1 . The third term has energy 0 ; hence $K$ has a Fourier expansion in powers of $\exp (-i t)$ with exponents $-N,-N+1, \cdots$. The first term is (up to a numerical factor)

$$
\begin{equation*}
\left(y_{+} \boldsymbol{y}_{-}^{\prime}\right)^{N-1} \boldsymbol{\eta} \cdot \boldsymbol{\eta}^{\prime} \tag{C1}
\end{equation*}
$$

with $\eta=y_{+} \mathbf{z}-z_{+} \mathbf{y}$ and $\eta^{\prime}=y_{-}^{\prime} \mathbf{z}^{\prime}-z_{-}^{\prime} \mathbf{y}^{\prime}$. Under the transformations of the compact subgroup $\mathrm{SO}(d+1)$, the $d+1$ functions $y_{+}^{N+1} \eta$ transform like the vector representation; $D(1)$ for $d=2, D\left(\frac{1}{2}, \frac{1}{2}\right)$ for $d=3$.

Consider ( 5.9 ) next. The interpretation of terms appearing in the expansion is simplified by choosing variables as follows. First express all inner products in terms of $y_{+}, y_{-}, \mathbf{y}$
and $z_{+}, z_{-}, \mathbf{z}$. Next eliminate $z_{-}$in favor of $y \cdot z$ and $z$ in favor of $\boldsymbol{\eta}=y_{+} \mathbf{z}-z_{+} \mathbf{y}$. Then all dependence on $z_{+}$cancels; this is because $y \cdot \partial_{z} K_{q}^{+}=0$. One finds in this way that
$K_{0}^{+}=2^{d}\left(M_{p p}+M_{s g} y^{\prime} \cdot z^{\prime}+y \cdot z M_{g s}+y \cdot z M_{g g} y^{\prime} \cdot z^{\prime}\right)$,
where $M_{p p}, M_{s g}, M_{g s}$ are polynomials in $\left(y_{+} y_{-}^{\prime}\right)^{-1}$ with coefficients that are polynomials in $\boldsymbol{y}_{-}, y_{+}^{\prime}, \mathbf{y}, \mathbf{y}^{\prime}, \boldsymbol{\eta}, \boldsymbol{\eta}^{\prime}$. The terms of lowest energy are given by (if $q=0$ )

$$
\begin{align*}
& M_{p p}=-\left(y_{+}^{-d-1} \eta\right) \cdot\left(y_{+}^{\prime-d-1} \eta^{\prime}\right)^{*}+\cdots  \tag{C3}\\
& M_{s g} y^{\prime} \cdot z^{\prime}=\left(y_{+}^{-d-2} \mathbf{y} \cdot \eta\right)\left(y_{+}^{\prime-d-1} y^{\prime} \cdot z^{\prime}\right)^{*}+\cdots \tag{C4}
\end{align*}
$$

where one recognizes the functions (6.5) and (6.6). The term $M_{p p}$ contains the ground state, with energy $E_{0}=d$. If $d=3$, then the minimal weight is $\left(3, \frac{1}{2}, \frac{1}{2}\right)$. The only weight that is equivalent to this one, and inside the weight lattice of $K_{0}{ }^{+}$, is $(4,0,0)$. The lower equivalent weights $(2,1,0),(2,0,1),\left(1, \frac{1}{2}, \frac{1}{2}\right)$, and $(0,0,0)$ do not appear. This is related to the fact that $K$, and thus all the fields, satisfy one of the subsidiary conditions: $\operatorname{Tr} \psi=y \cdot \partial_{z} \psi=0$. When $d=2$, then the minimal weight is $(2,1)$ and the only other relevant weight is $(3,0)$. Therefore, in both cases, one needs to investigate the levels $E_{0}=d$ and $E_{0}=d+1$ only. The raising operators (for ener$\mathrm{gy}=L_{05}$ ) are

$$
\begin{equation*}
L_{i}^{+}=\left(y_{-} \partial_{i}+2 y_{i} \partial_{+}\right)+\left(z_{-} \partial_{i}+2 z_{i} \partial_{+}\right) \tag{C5}
\end{equation*}
$$

Application of $L_{i}^{+}$to the physical ground states $y_{+}^{-d-1} \eta_{i}$ $=p_{0 i}$ yield $(d+1)^{2}$ states $\psi_{i j}$. Under the action of the compact subalgebra so $(d+1)$, they break up into three irreducible representations spanned by the traceless part of $\psi_{i j}+\psi_{j i}$, $\psi_{i j}-\psi_{j i}$, and $\Sigma \psi_{i i}$. The first two leak back to the ground state under the action of the lowering operators

$$
\begin{equation*}
L_{i}^{-}=\left(y_{+} \partial_{i}+2 y_{i} \partial_{-}\right)+\left(z_{+} \partial_{i}+2 z_{i} \partial_{-}\right) \tag{C6}
\end{equation*}
$$

but the third is a minimal weight vector: $L_{i}{ }^{-} \Sigma \psi_{i j}=0$. In fact, this function is the gauge field $y_{+}^{-d-1} y \cdot z=g_{0}$. The ground state $s_{0}=y,{ }^{d-2} \mathbf{y} \cdot \eta$ of the scalar field appears as the coefficients of $g_{0}^{*}$ in $M_{s g} y^{\prime} \cdot z^{\prime}$, Eq. (C4). It leaks to the absolute ground state and is a minimal weight vector in the quotient.

The propagator (5.13) may be analyzed in the same way. When $d=3$, the simplest choice of $q$ is $q=1$, which leads to (5.14). Taking $q=0$, one finds an expansion like (C2),

$$
\begin{equation*}
K_{0}^{-}=N_{p p}+N_{s g}+N_{g s}+N_{g g}, \tag{C7}
\end{equation*}
$$

where $N_{s g}$ is a sum of terms of the form $\psi(\mathrm{y}, \mathrm{z}) \mathrm{z}^{\prime} \cdot \partial_{y^{\prime}} \psi^{\prime}\left(\mathrm{y}^{\prime}, \mathrm{z}^{\prime}\right)$, $N_{g s}$ is a sum of terms like $\psi^{\prime}\left(y^{\prime}, z^{\prime}\right) z \cdot \partial_{y} \psi(y, z)$, and $N_{g g}$ can be expressed as $z \cdot \partial_{y} z^{\prime} \cdot \partial_{y^{\prime}} \boldsymbol{\Lambda}\left(y, z, y^{\prime}, z^{\prime}\right)$. The lowest energies are given by

$$
\begin{align*}
N_{p p}= & -\left[y_{+}^{-2}\left(z_{i} y_{j}-z_{i} y_{i}\right)\right] \\
& \times\left[y_{+}^{\prime-2}\left(z_{j}^{\prime} y_{j}^{\prime}-z_{j}^{\prime} y_{i}^{\prime}\right)\right]^{*}+\cdots,  \tag{C8}\\
N_{s g}= & -2\left[y_{+}^{-2} y_{i} z_{+}\right]\left[y_{+}^{\prime-2} \eta_{i}^{\prime}\right]^{*}+\cdots,  \tag{C9}\\
& N_{g g}=\left[y_{+}^{-1} z_{+}\right]\left[y_{+}^{-1} z_{-}^{\prime}\right]^{*}+\cdots . \tag{C10}
\end{align*}
$$

When $d=3$, the equivalent weights are $(0,0,0),\left(1, \frac{1}{2}, \frac{1}{2}\right)$,
[ $2,1,0],(2,0,1),\left(3, \frac{1}{2}, \frac{1}{2}\right)$, and $(4,0,0)$. The last two do not generate invariant subspaces or subquotients, as is easily seen in the gauge (5.14). As was pointed out in Sec. VI, after (6.17), the total representation is equivalent to $D_{6} \otimes D(1,0,0)$, and
this product does not contain $D\left(3, \frac{1}{2}, \frac{1}{2}\right)$ or $D(4,0,0)$. When $d=2$, the equivalent weights are $(0,0),(1,1),(2,1)$, and $(3,0)$. The direct product $D_{6} \otimes D(1,0)$ does not contain $D(3,0)$, so that the weight space $(3,0)$ need not be examined. Thus, in either case, one must investigate the energies 0,1 , and 2 . Only $N_{g g}$ has $E=0$ terms. In $N_{s g}$ the lowest energy is 1. The $E=2$ space is very complicated, with contributions from $N_{s g}, N_{g s}$, and $N_{g g}$, and the remainder shown by (C8). The detailed calculation will be omitted.

## APPENDIX D: INTEGRALS

In $R^{d+3}$ introduce coordinates $\left(y_{\alpha}\right)$, $\alpha=0,1, \ldots, d+1,5$, and the pseudo-Euclidean metric $\delta$ defined by $\delta(y)=y^{2}=y_{0}^{2}+y_{5}^{2}-y_{1}^{2}-\cdots-y_{d+1}^{2}$, as in Sec. IV. On the cone $y^{2}=0$ identify any pair $y, y^{\prime}$ of points if there is a positive $c$ such that $y_{\alpha}=c y_{\alpha}^{\prime}, \alpha=0, \ldots, 5$. The resulting projective space is $S_{1} \times S_{d}$. Coordinates $t$ for $S_{1}$ and $\hat{y}$ for $S_{d}$ were introduced in (5.3). By an integral over the (projective) cone one means an integral over $S_{1} \times S_{d}$, with the standard volume element $d t d \hat{y}$ that is invariant under the induced action of the compact subgroup $\mathrm{SO}(2) \otimes \mathrm{SO}(4)$. Let $L$ denote a scalar field on the cone, homogeneous of degree $N$, and let a (generally multivalued) function $\tilde{L}$ on $S_{1} \otimes S_{d}$ be defined by $L(y)=Y^{N} L(t, \hat{y})$, in the notation of Eq. (5.3). Then the following is elementary and well known:

Proposition: The integral

$$
\begin{equation*}
\int d y L(y) \equiv \int_{S_{1} \times S_{i}} d t d \hat{y} \tilde{L}(t, \hat{y}) \tag{D1}
\end{equation*}
$$

is invariant under the transformations of $\mathrm{SO}(d+1,2)$ if and only if $L=Y^{N} \tilde{L}$ is a scalar field and $N=-d-1$.
$\operatorname{Proof:~Let~}\left(L^{\sigma}\right)$, with $\sigma$ real, be a family of homogeneous scalar fields on $R^{d+3}$, with

$$
\begin{equation*}
\hat{N} L^{\sigma}=(i \sigma-d-1) L, \quad \hat{N}=y \cdot \partial_{y} \tag{D2}
\end{equation*}
$$

and define

$$
\begin{equation*}
F(y)=\int_{R} d \sigma L^{\sigma}(y) \tag{D3}
\end{equation*}
$$

Now consider the invariant integral
$\int_{R^{d+3}}[d y] \delta\left(y^{2}\right) F(y) \propto \int_{S_{1} \times S_{d}} d t d \hat{y} \int_{\infty}^{\infty} Y^{d} d Y \int_{R} d \sigma L^{\sigma}(y)$,
where $[d y]$ is the Lebesque measure. Set
$L^{\sigma}(y)=Y^{i o-d-1} \tilde{L}^{\sigma}(t, \hat{y})$ and $Y=e^{x}$; then it becomes

$$
\begin{gathered}
\int_{S_{1} \times S_{2}} d t d \hat{y} \int_{R_{2}} d x d \sigma e^{i \sigma x} \tilde{L}^{\sigma}(t, \hat{y}) \\
\quad \propto \int_{S_{1} \times S_{1}} d t d \hat{y} \tilde{L}^{0}(t, \hat{y})
\end{gathered}
$$

Hence (D3) depends on $L^{\circ}$ only, and agrees (up to a numerical factor) with (D1), which confirms that the latter integral is invariant.

The integrand in (6.18) is
$j_{\alpha}\left[y_{\alpha} \partial^{2}-2(y \cdot \partial+d+1) \partial_{\alpha}\right] \Lambda$

$$
=\partial_{\beta} Q_{\beta}+\Lambda\left[\partial^{2} y \cdot j-2(\hat{N}+3) \partial \cdot j\right]
$$

with

$$
\begin{aligned}
Q_{\beta}= & y_{\alpha}\left(j_{\alpha} \partial_{\beta}-j_{\beta} \partial_{\alpha} \Lambda\right. \\
& +[2 /(d+1)] y_{\alpha}\left(y_{\beta} \partial_{\alpha}-y_{\alpha}\right) j \cdot \partial \Lambda \\
& -y_{\alpha}\left(\Lambda \partial_{\beta} j_{\alpha}-\Lambda \partial_{\alpha} j_{\beta}\right)+(\hat{N}+3) \Lambda j_{\beta}
\end{aligned}
$$

Since the last term is zero when $d=3$, one has in that case

$$
\begin{aligned}
& \partial_{\beta} Q_{\beta}= \\
& \left(\partial_{\beta} y_{\alpha}-\partial_{\alpha} y_{\beta}\left[j_{\alpha} \partial_{\beta} \Lambda-\frac{1}{2} y_{\alpha} \partial_{\beta} j \cdot \partial \Lambda+\Lambda \partial_{\alpha} j_{\beta}\right]\right. \\
& =-i M_{\alpha \beta}\left[j_{\beta} \leftrightarrow \partial_{\beta} \Lambda+\frac{1}{4} i M_{\alpha \beta} j \cdot \partial \Lambda\right]
\end{aligned}
$$

which reveals that $\int d y \partial \cdot Q=0$, and (7.8) follows.
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#### Abstract

The derivation of cross sections for collisions with polarized particles of spin $\frac{1}{2}$ can be simplified considerably if the scattering amplitude is calculated explicitly before the transition probability is obtained by a simple squaring. The states of the polarized particles are represented as superpositions of states with definite helicity. The coefficients of the superposition relate directly to the strength of the transversal and longitudinal polarization. The helicity amplitudes are products of helicity currents for which detailed formulas have been elaborated. Two-component spinors have been used. All the contractions of vector indices are done with a new set of general formulas. The resulting cross sections show terms with separate factors due to the polarization, the energy, and the directions of the particles. Therefore, the high energy approximation can be achieved very conveniently. Applications of the described method have been performed to the scattering of electrons by electrons or positrons including the exchange of $Z_{0}$ and Higgs particles.


PACS numbers: $13.85 . \mathrm{Lg}, 11.80$. $\mathrm{m}, 12.20$. -m

## 1. THE USUAL METHOD OF CALCULATING CROSS SECTIONS

The usual method ${ }^{1}$ of deriving cross sections of QED reactions avoids calculating explicitly the scattering amplitude

$$
\begin{equation*}
M_{f i}=\bar{u}^{Q^{\prime}}\left(p^{\prime}, s^{\prime}\right) \Gamma u^{Q}(p, s) \tag{1.1}
\end{equation*}
$$

between the states $u^{Q}(p, s)$ of polarized spin- $\frac{1}{2}$ particles. Instead of this the transition probability

$$
\begin{equation*}
\left|M_{f i}\right|^{2}=\left[\bar{u}^{Q}(p, s) \gamma_{0} \Gamma^{\dagger} \gamma_{0} u^{Q^{\prime}}\left(p^{\prime}, s^{\prime}\right)\right]\left[\bar{u}^{Q^{\prime}}\left(p^{\prime}, s^{\prime}\right) \Gamma u^{Q}(p, s)\right] \tag{1.2}
\end{equation*}
$$

is considered and expressed as a trace of Dirac matrices. Thereby the projection operators for normalized spin states ${ }^{2}$ are used

$$
\begin{equation*}
\Lambda^{Q}(p, s) \equiv u^{Q}(p, s) \bar{u}^{Q}(p, s)=\frac{p+Q m}{2 m} \cdot \frac{1}{2}\left(1+\gamma_{5} \mathfrak{Z}\right) . \tag{1.3}
\end{equation*}
$$

The quantity $Q$ characterizes the fermions $(Q=+1)$ and antifermions $(Q=-1)$. The vector $\mathfrak{B}^{\mu}$ represents the moving spin vector, which is gained from the spin vector $s^{\mu}$ in the rest frame of the particle

$$
\begin{equation*}
s^{\prime \prime}=(0, \vec{s}), \quad|\vec{s}|^{2}=1 \tag{1.4}
\end{equation*}
$$

through a Lorentz transformation. A separation of the rest spin vector in the components parallel and transversal to the direction of the momentum $\hat{p}=\vec{p} /|\vec{p}|$,

$$
\begin{equation*}
s=s_{\|} \hat{p}+\vec{s}_{1}, \quad s_{\|}=\vec{s} \cdot \hat{p}, \tag{1.5}
\end{equation*}
$$

allows a simple presentation of the moving spin vector

$$
\begin{equation*}
\mathfrak{\Xi}^{\mu}=\mathfrak{\Xi}_{\|}^{\mu}+\mathfrak{s}_{1}^{\mu} \tag{1.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\stackrel{\Xi}{\|}_{\mu}^{\mu}=s_{\|}\left(\frac{p}{m}, \frac{E}{m} \hat{p}\right), \quad \mathfrak{\Re}_{\perp}^{\mu}=\left(0, \vec{s}_{\perp}\right) . \tag{1.7}
\end{equation*}
$$

The transition probability now becomes a trace of Dirac matrices (more generally a product of such traces)

$$
\begin{equation*}
\left|M_{f i}\right|^{2}=\operatorname{tr}\left[\gamma_{0} \Gamma^{+} \gamma_{0} \Lambda^{Q^{\prime}}\left(p^{\prime}, s^{\prime}\right) \Gamma \Lambda^{Q}(p, s)\right] \tag{1.8}
\end{equation*}
$$

Such traces can be evaluated analytically by means of special computer systems. Let $\Gamma=\Gamma_{n}$ describe the kernel of a fermion current with $n$ vertices. In this case at least ( $4 n+1$ )!! terms arise by the evaluation of the trace, if the fermions are polarized, but ( $4 n-1$ )!! terms with unpolarized particles.

Each polarization vector (1.7) enlarges the magnitude of the resulting terms by a factor of the order $E / m$. At high energy conditions, however, all these big magnitude terms cancel out. The cancelation can be avoided if the high energy approximation of the spin projection operator (1.3) is used ${ }^{3}$

$$
\begin{equation*}
\Lambda^{Q}(p, s)=(Q / 4 m) \underline{p}\left(1+Q s_{\|} \gamma_{5}+\gamma_{5} \underline{\underline{Z}}_{\perp}\right)+O(1) \tag{1.9}
\end{equation*}
$$

Anyway, the formulas of the cross sections which are derived with the conventional method, presents a lot of terms in a completely unarticulated form, which allows no analytic insight into the actions of the various polarization states.

## 2. ALTERNATIVE WAYS TO EVALUATE SCATTERING AMPLITUDES WITH POLARIZED FERMIONS

For many cases it is very convenient first to evaluate a matrix element explicitly and thereafter to gain the transition probability by squaring it. This proceeding has been proposed by several authors. ${ }^{4-10}$

A further facilitation of the calculations is obtained if the amplitude is expanded with helicity states. ${ }^{4-8}$ We will observe that the coefficients of this expansion are in a direct relation to the degrees of the longitudinal and transversal polarizations of the particles. Moreover, in this way the dependence on the spins and on the dynamical factors is separated, because the influence of the polarization is exclusively described by the expansion coefficients.

The explicit calculation of the amplitude can be done in different ways. Many authors use four-component spinors and the $\gamma$ matrices in the original form of Dirac. ${ }^{9,10}$ The transition to the two-component spinors of van der Waerden
and to Pauli matrices causes essential simplifications. ${ }^{7}$ The present paper uses the two-component spinors which describe the spin directions in the rest frames of the particles. The restriction to a spin description in the rest frame allows to use only one type of van der Waerden spinors representing the rotation group. Spinors for moving particles are obtained by the application of boosts $\sqrt{p \sigma / m}$ and rotations $U .^{7,8} \mathrm{We}$ show that it is convenient to use only boosts in a suitably defined $z$ direction. With this restriction we can separate the dependence of the amplitude on the energies and on the directions of the moving particles because in the $z$ direction the boosts are diagonal. With boosts in arbitrary directions no such separation can be obtained.

The separated energy factors allow a transparent application of high energy approximations just in this early state of the calculation. The high energy approximation causes a considerable simplification of the results because only few helicity amplitudes survive.

The scattering amplitudes consist of products of currents in such a way that all the vector indices are contracted. Several authors use an expansion of the currents into 16 basis currents according to the fact that the Dirac algebra shows 16 basis elements $\Gamma_{i}$

$$
\begin{equation*}
\Gamma=\sum_{i=1}^{16} A_{i} \Gamma_{i}, \quad A_{i}=\frac{1}{2} \operatorname{tr}\left[\Gamma \Gamma^{i}\right] \tag{2.1}
\end{equation*}
$$

The 16 basis currents are evaluated easily by different methods. ${ }^{7-10}$ The coefficients of these expansions are traces containing vector indices. All these indices have to be contracted now according to the usual methods-Chisholm's formulas, ${ }^{11}$ Kahane's algorithm, ${ }^{12}$ etc. In this way the advantages as well as all disadvantages of the conventional trace methods return to the calculation. The expansion into the 16 basis currents can be avoided completely and replaced by a treatment solving the problem more directly.

The Feynman diagrams present the kernels of the currents as sums of products of $\gamma$ matrices. The transition to two-component van der Waerden spinors yields terms containing a separate energy factor and a Pauli current including products of Pauli matrices with vector indices alternating their covariant or contravariant positions.

The vector indices of the Pauli currents now have to be contracted either with the indices of other Pauli currents of the reaction or with other external vectors, i.e., describing the polarization of the photons, etc. We give powerful formulas (3.8), (3.10), and (3.11) which make the task of contraction solvable in complete generality.

Finally the amplitudes are represented by a sum of terms, each of which shows an energy factor and several special spinor scalars formed by two van der Waerden spinors. The scalars describe the dependence on the directions of the momenta and spins.

We notice that quite general symmetries connect the helicity currents and amplitudes with the ones of reversed helicity indices (Sec. 4). These symmetry relations have been derived independently of the discrete Lorentz transformations. They reduce the number of the independent dynamical functions of the cross sections by a factor of 2 .

## 3. THE DETAILS OF EVALUATING THE AMPLITUDES

Each scattering amplitude with spin- $\frac{1}{2}$ particles is composed by Dirac currents $\bar{u}^{Q^{\prime}}\left(p^{\prime}, \hat{s}^{\prime}\right) \Gamma u^{Q}(p, \hat{s})$. Here the kernel $\Gamma$ is a special $4 \times 4$ matrix representing the happenings of a particle passing the reaction. Generally it shows several vector indices which are contracted with the indices of momenta or polarization vectors of photons or other spin-1 particles, or with the vector indices of further Dirac currents of the reaction. The kernel can be involved in momentum loop integrals. It is given by a sum of products of $\gamma$ matrixes.

The spinors $u^{Q}(p, \hat{s})$ are conveniently expanded by two helicity spinors (Appendix A)

$$
\begin{equation*}
u^{Q}(p, \hat{s})=\alpha_{+}^{Q}(\hat{p}, \hat{s}) u_{+}^{Q}(p)+\alpha_{-}^{Q}(\hat{p}, \hat{s}) u_{-}^{Q}(p) \tag{3.1}
\end{equation*}
$$

The coefficients do not depend on the energy of the particle. In this way each Dirac current is expanded by four helicity currents

$$
\begin{align*}
& \bar{u}^{Q^{\prime}}\left(p^{\prime}, \hat{s}^{\prime}\right) \Gamma u^{Q}(p, \hat{s}) \\
& \quad=\alpha_{+}^{Q^{\prime}} \alpha_{+}^{Q}\left(\bar{u}_{+}^{Q^{\prime}} \Gamma u_{+}^{Q}\right)+\alpha_{+}^{Q^{\prime}} \alpha_{-}^{Q}\left(\bar{u}_{+}^{Q^{\prime}} \Gamma u_{-}^{Q}\right) \\
& \quad+\alpha_{-}^{Q^{\prime}} \alpha_{+}^{Q}\left(\bar{u}_{-}^{Q^{\prime}} \Gamma u_{+}^{Q}\right)+\alpha_{-}^{Q^{\prime}} \alpha_{-}^{Q}\left(\bar{u}_{-}^{Q^{\prime}} \Gamma u_{-}^{Q}\right) . \tag{3.2}
\end{align*}
$$

The four-component helicity spinors can be separated in a two-component spinor $|N, \hat{p}\rangle$ and energy factors $\eta_{ \pm}$ (Appendix A)
$u_{N}^{Q}(p)=\frac{1}{\sqrt{2}}\binom{\eta_{Q N} \cdot|Q N, \hat{p}\rangle}{ Q \eta_{-Q N} \cdot|Q N, \hat{p}\rangle}, \quad \eta_{N}=\left(\frac{E+N p}{m}\right)^{1 / 2}$.
Accordingly, the $\gamma$ matrices

$$
\gamma^{\mu}=\left(\begin{array}{ll}
0 & \sigma_{\mu}  \tag{3.4}\\
\sigma^{\mu} & 0
\end{array}\right), \quad \gamma_{5}=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right)
$$

and their products can be split into four Pauli matrices. We define the product

$$
\begin{equation*}
\sigma_{v_{2}}^{v_{1}}{ }_{v_{3} \ldots}^{\ldots}=\sigma^{v_{1}} \sigma_{v_{2}} \sigma^{v_{3} \ldots} \tag{3.5}
\end{equation*}
$$

which results in a special Hermitian Pauli matrix. The use of this splitting brings the helicity currents of pure products of $\gamma$ matrices into the following forms (here is $a=1,0$ ):

$$
\begin{align*}
& \bar{u}_{Q^{\prime} N^{\prime}}^{Q^{\prime}}\left(p^{\prime}\right) \prod_{i=1}^{2 n} \gamma^{v_{i}}\left(\gamma_{5}\right)^{a} u_{Q N}^{Q}(p) \\
& =\frac{Q^{\prime}}{2} \eta_{-N^{\prime}}^{\prime} \eta_{N}\left\langle N^{\prime}, \hat{p}^{\prime}\right| \sigma_{v_{1} \cdots}^{v_{2} \cdots v_{2 n}}|N, \hat{p}\rangle \\
& +(-1)^{a} \frac{Q}{2} \eta_{N^{\prime}}^{\prime} \eta_{-N}\left\langle N^{\prime}, \hat{p}^{\prime}\right| \sigma_{v_{2} \cdots v_{2 n}}^{v_{1}}|N, \hat{p}\rangle,  \tag{3.6a}\\
& \bar{u}_{Q^{\prime} N^{\prime}}^{Q^{\prime}}\left(p^{\prime}\right) \prod_{i=1}^{2 n+1} \gamma^{\nu_{i}}\left(\gamma_{5}\right)^{a} u_{Q N}^{Q}(p) \\
& =\frac{1}{2} \eta_{N}^{\prime} \cdot \eta_{N}\left\langle N^{\prime}, \hat{p}^{\prime}\right| \sigma_{\nu_{2} \cdots}^{\nu_{1} \cdots v_{2 n+1}}|N, \hat{p}\rangle \\
& +(-1)_{\frac{a}{2}}^{a_{1}} Q Q^{\prime} \eta_{-N}^{\prime} \eta_{-N}\left\langle N^{\prime}, \hat{p}^{\prime}\right| \sigma_{v_{1}, v_{2 n+1}}^{v_{2} \cdots}|N, \hat{p}\rangle . \tag{3.6b}
\end{align*}
$$

The helicity currents of $\gamma$ products are separated into energy factors and Pauli currents of the form

$$
\begin{equation*}
\left\langle N^{\prime}, \hat{p}^{\prime}\right| \sigma_{v_{2}}^{\nu_{1}}{ }_{v_{2}}^{v_{3} \cdots}|N, \hat{p}\rangle . \tag{3.7}
\end{equation*}
$$

The forms (3.6) help to derive general symmetry relations for the helicity currents and amplitudes (Sec. 4). They also give a basis for the applications of a high energy approximation which make only a few helicity amplitudes survive (Sec. 5).

The evaluation of the scattering amplitudes requires that all vector indices of the helicity currents have to be contracted. The contraction of the vector indices of the Pauli currents (3.7) with other external momenta can be treated with the formulas (Appendix A)

$$
\begin{align*}
& p_{\mu} \sigma^{\mu}=m \sum_{N}|N, \hat{p}\rangle \eta_{-N}^{2}\langle N, \hat{p}|,  \tag{3.8}\\
& p_{\mu} \sigma_{\mu}=m \sum_{N}|N, \hat{p}\rangle \eta_{N}^{2}\langle N, \hat{p}|
\end{align*}
$$

Some cases require a contraction of Pauli currents with normalized polarization vectors of spin 1 particles $\epsilon_{ \pm}^{\prime \prime}(p)$ perpendicular to the momentum $p^{\prime \prime}$. We use the complex vector $\vec{g}$ given by (A27) in the helicity frame (Appendix A) and define in agreement with the literature ${ }^{6,13,14}$

$$
\begin{equation*}
\epsilon_{+}^{\mu}(p)=(1 / \sqrt{2})(0,-\vec{g}), \quad \epsilon_{-}^{\mu}(p)=(1 / \sqrt{2})\left(0, \vec{g}^{*}\right) \tag{3.9}
\end{equation*}
$$

The contraction of Pauli currents with these polarization vectors is treated with the formula (A28) or

$$
\begin{equation*}
\epsilon_{N}^{\mu}(p) \sigma_{\mu}=-\epsilon_{N}^{\mu}(p) \sigma^{\mu}=N \sqrt{2}|N, \hat{p}\rangle\langle-N, \hat{p}| \tag{3.10}
\end{equation*}
$$

The vector contraction of two Pauli currents can be treated with the formulas (Appendix A) ${ }^{15}$

$$
\begin{align*}
& \left\langle N_{1}\right| a \sigma_{\mu} b\left|N_{2}\right\rangle\left\langle N_{3}\right| c \sigma_{\mu} d\left|N_{4}\right\rangle=2\left\langle N_{1}\right| a d\left|N_{4}\right\rangle\left\langle N_{3}\right| c b\left|N_{2}\right\rangle, \\
& \left\langle N_{1}\right| a \sigma_{\mu} b\left|N_{2}\right\rangle\left\langle N_{3}\right| c \sigma^{\mu} d\left|N_{4}\right\rangle=2\left\langle N_{1}\right| a b\left|N_{2}\right\rangle\left\langle N_{3}\right| c d\left|N_{4}\right\rangle \\
& \quad-2\left\langle N_{1}\right| a d\left|N_{4}\right\rangle\left\langle N_{3}\right| c b\left|N_{2}\right\rangle . \tag{3.11}
\end{align*}
$$

Here $a, b, c$, and $d$ mean any arbitrary $2 \times 2$ matrix. Some specializations of these formulas are found in Appendix A. In many cases we are interested in contracted products of two helicity currents. Appendix B shows explicitly how to treat this case.

The complete contraction of all vector indices makes all the Pauli currents (3.7) disappear. Instead of them we obtain products of scalars of two two-component spinors $\left\langle N_{1}, \hat{p}_{1} \mid N_{2}, \hat{p}_{2}\right\rangle$ which each can be expressed by the directions $\theta_{i} \phi_{i}$ of the vectors $\hat{p}_{i}$

$$
\begin{align*}
\left\langle+, \hat{p}_{1} \mid+, \hat{p}_{2}\right\rangle= & \cos \frac{\theta_{1}}{2} \cos \frac{\theta_{2}}{2} \\
& +\sin \frac{\theta_{1}}{2} e^{-i \phi_{1}} \sin \frac{\theta_{2}}{2} e^{i \phi_{2}}, \\
\left\langle+, \hat{p}_{1} \mid-, \hat{p}_{2}\right\rangle= & -\cos \frac{\theta_{1}}{2} \sin \frac{\theta_{2}}{2} e^{-i \phi_{2}} \\
& +\sin \frac{\theta_{1}}{2} e^{-i \phi_{1}} \cos \frac{\theta_{2}}{2},  \tag{3.12}\\
\left\langle-, \hat{p}_{1} \mid+, \hat{p}_{2}\right\rangle= & -\left\langle+, \hat{p}_{1} \mid-, \hat{p}_{2}\right\rangle^{*}, \\
\left\langle-, \hat{p}_{1} \mid-, \hat{p}_{2}\right\rangle= & \left\langle+, \hat{p}_{1} \mid+, \hat{p}_{2}\right\rangle^{*} .
\end{align*}
$$

We show in Appendix A that the coefficients used in the expansion (3.1) of general spinors by the helicity spinors can also be represented by these spinor scalars

$$
\begin{equation*}
\alpha_{N}^{Q}(\hat{p}, \hat{s})=\langle Q N, \hat{p} \mid Q, \hat{s}\rangle=N\left[\alpha_{N}^{-}(\hat{p}, \hat{s})\right]^{*} \tag{3.13}
\end{equation*}
$$

The expansion coefficients have a direct relation to the po-
larization vectors of the incoming and outgoing spin- $-\frac{1}{2}$ particles ${ }^{5,16}$ (Appendix A)

$$
\begin{equation*}
\alpha_{N}^{Q}\left(\alpha_{N}^{Q}\right)^{*}=\frac{1}{2}\left(1+N s_{\|}\right), \quad \alpha_{N}^{Q}\left(\alpha_{-N}^{Q}\right)^{*}=\frac{1}{2} Q s_{\perp} e^{-i Q N \psi} \tag{3.14}
\end{equation*}
$$

These formulas (3.14) will directly apply when the cross section is obtained by the squaring of the scattering amplitude. The simple and transparent form of the cross section is shown in Sec. 6.

## 4. SYMMETRIES OF THE HELICITY AMPLITUDES

The Pauli currents obey simple symmetry relations which generalize the relations (A34) and (A35)

$$
\begin{align*}
& \left\langle N_{1}, p_{1}\right| \sigma_{v_{2} \ldots \ldots}^{v_{1} \ldots}\left|N_{2}, p_{2}\right\rangle^{*}=\left\langle N_{2}, p_{2}\right| \sigma_{\cdots v_{2}}^{\cdots} v_{1}\left|N_{1}, p_{1}\right\rangle,  \tag{4.1}\\
& \left\langle N_{1}, p_{1}\right| \sigma_{v_{2} \ldots \ldots}^{v_{1} \ldots}\left|N_{2}, p_{2}\right\rangle=N_{1} N_{2}\left\langle-N_{2}, p_{2}\right| \sigma_{\ldots v_{2}}\left|-N_{1}, p_{2}\right\rangle . \tag{4.2}
\end{align*}
$$

These relations and the forms (3.6) help to derive quite general symmetry relations for the helicity currents:

$$
\begin{equation*}
\left[\bar{u}_{N^{\prime}}^{Q}\left(p^{\prime}\right) \Gamma u_{N}^{Q}(p)\right]^{*}=N N^{\prime} \bar{u}_{-N^{\prime}}^{Q^{\prime}}\left(p^{\prime}\right) \Gamma^{(*)} u_{-N}^{Q}(p) \tag{4.3}
\end{equation*}
$$

Here we suppose that the kernel $\Gamma$ is given as a sum of products of $\gamma$ matrices with arbitrary coefficients. The kernel $\Gamma^{(*)}$ arises from the original expression by an operation (*) which keeps all the factors $\gamma^{\mu}$ on its place and unchanged but takes the conjugate complex value of all the coefficients. Especially, the matrix $\gamma_{5}=i \gamma^{0} \gamma^{1} \gamma^{2} \gamma^{3}$ changes its sign.

The scattering amplitudes as described by a Feynman diagram is a product of several (say $n$ ) Dirac currents. Let $F$ fermions be of equal type. In this case the general amplitude consists of a sum of $4^{n}$ different helicity amplitudes, each of which belongs to $F$ ! different diagrams. The pairs of terms which show reversed helicity indices $N_{i}$ are connected by a symmetry relation of the type (4.3), namely

$$
\begin{align*}
& \left\langle\left(\begin{array}{c}
\cdots Q_{k} \cdots \\
\cdots N_{k} \cdots
\end{array}|\mathfrak{M}| \begin{array}{c}
\cdots Q_{i} \cdots \\
\cdots N_{i} \cdots
\end{array}\right)\right\rangle^{*} \\
& =\left\langle\left(\begin{array}{c}
\cdots Q_{k} \cdots \\
\cdots-N_{k} \cdots
\end{array}\left|\mathfrak{M}^{(*)}\right| \begin{array}{c}
\cdots Q_{i} \ldots \\
\cdots-N_{i} \cdots
\end{array}\right)\right\rangle \cdot \prod_{i, k} N_{i} N_{k} . \tag{4.4}
\end{align*}
$$

As a consequence of the operation $(*)$ all the pseudovector or pseudoscalar couplings change their sign. Also the helicity indices of the emitted and absorbed photons are reversed, and a factor -1 is multiplied for each photon.

## 5. THE HIGH ENERGY APPROXIMATION

For high energies the ratio $\eta_{-} / \eta_{+}$is small and approximately $m / 2 E$. Only two of the four helicity currents of the type (3.6a) or (3.6b) survive. For the currents including even products of $\gamma^{\mu}$ (type $\tau=0$ ) the surviving currents are

$$
\begin{align*}
& \bar{u}_{Q_{1}}^{Q_{1}}\left(p_{1}\right) \prod_{i=1}^{2 n} r^{v_{1}}\left(\gamma_{5}\right)^{a} u_{-}^{Q_{2}} Q_{2}\left(p_{2}\right) \\
& \quad=(-1)^{a} \frac{Q_{2}}{2} \eta_{+}^{(1)} \eta_{+}^{(2)}\left\langle+, \hat{p}_{1} \mid \sigma_{v_{2} \cdots v_{2 n}}^{v_{2}} \ldots-, \hat{p}_{2}\right\rangle, \\
& \bar{u}_{-}^{Q_{1}}\left(p_{1}\right) \prod_{i=1}^{2 n} \gamma^{v_{i}}\left(\gamma_{5}\right)^{a} u_{Q_{2}}^{Q_{2}}\left(p_{2}\right)  \tag{5.1}\\
& \quad=\frac{Q_{1}}{2} \eta_{+}^{(1)} \eta_{+}^{(2)}\left\langle-, \hat{p}_{1}\right| \sigma_{v_{1}}^{v_{2} \ldots v_{2}} v_{2 n}\left|+, \hat{p}_{2}\right\rangle .
\end{align*}
$$

For the currents including odd products of $\gamma^{\mu}($ type $\tau=+1)$ the surviving currents are

$$
\begin{align*}
& \bar{u}_{Q_{1}}^{Q_{1}}\left(p_{1}\right)^{2 n+1} \prod_{i=1}^{v_{1}} \gamma^{v_{i}}\left(\gamma_{s}\right)^{a} u_{Q_{2}}^{Q_{2}}\left(p_{2}\right) \\
& \quad=\frac{1}{2} \eta_{+}^{(1)} \eta_{+}^{(2)}\left\langle+, \hat{p}_{1}\right| \sigma_{v_{2} \cdots}^{v_{1} \cdots v_{2 n+}}\left|+, \hat{p}_{2}\right\rangle \tag{5.2}
\end{align*}
$$

$$
\begin{aligned}
& \bar{u}_{-Q_{1}}^{Q_{1}}\left(p_{1}\right)_{i=1}^{2 n+1} \gamma^{v_{1}}\left(\gamma_{5}\right)^{a} u_{-Q_{2}}^{Q_{2}}\left(p_{2}\right) \\
& \quad=(-1)^{a} \frac{Q_{1} Q_{2}}{2} \eta_{+}^{(1)} \eta_{+}^{(2)}\left\langle-, \hat{p}_{1}\right| \sigma_{v_{1}, \ldots v_{2 n+1}}^{v_{2}}\left|-, \hat{p}_{2}\right\rangle
\end{aligned}
$$

In agreement with the symmetry (4.3) one of the surviving currents is the conjugate complex of the other-except eventually a sign.

A general Dirac kernel $\Gamma$ of a current has either even ( $\tau=0$ ) or odd ( $\tau=+1$ ) factors $\gamma^{\mu}$ in the high energy limit. We remember that the fermion propagators produce factors $p+m$, which reduce simply to $p$ in the high energy limit. We conclude that only two of four helicity currents survive in the high energy limit.

We suppose that this statement is correct also when the currents are involved in any momentum loop integrals (Feynman integrals). For instance, the explicit QED formulas for the radiative corrections of the $e-e$ scattering in the lowest order ${ }^{17,18}$ show products of two helicity currents only of the type $\tau=+1$.

We have seen that the scattering amplitude is a special product of $n$ Dirac currents, leading to $4^{n}$ different helicity amplitudes. The high energy approximation reduces this number drastically to $2^{n}$ many surviving helicity amplitudes.

The previous statements shall be exemplified. We consider the creation of a pair of muons (particle $3=\mu^{-}$, particle $4=\mu^{+}$) by the collision of an electron (particle $1=e^{-}$) and a positron (particle $2=e^{+}$). We suppose this reaction as running through the production of one or more photons and $Z_{0}$, i.e., intermediate spin- 1 particles. In this case the amplitude has the following form

$$
\begin{align*}
& \mathfrak{M}_{e^{-e^{+} \rightarrow(1) \rightarrow \mu^{-}} \mu^{+}} \\
&=-\alpha_{1} \beta_{2} \beta_{3}^{*} \alpha_{4}^{*} A^{\mathrm{I}}+\alpha_{1} \beta_{2} \alpha_{3}^{*} \beta_{4}^{*} A^{\mathrm{II}} \\
&+\beta_{1} \alpha_{2} \beta_{3}^{*} \alpha_{4}^{*} A^{\mathrm{III}}-\beta_{1} \alpha_{2} \alpha_{3}^{*} \beta_{4}^{*} A^{\mathrm{IV}} . \tag{5.3}
\end{align*}
$$

Here we used a simplified notation for the superposition coefficients (3.1) or (3.13)

$$
\begin{array}{ll}
\alpha_{i}=\left\langle+, \hat{p}_{i} \mid+, \hat{s}_{i}\right\rangle, & \beta_{i}=\left\langle-, \hat{p}_{i} \mid+, \hat{s}_{i}\right\rangle, \\
-\beta_{i}^{*}=\left\langle+, \hat{p}_{i} \mid-, \hat{s}_{i}\right\rangle, & \alpha_{i}^{*}=\left\langle-, \hat{p}_{i} \mid-, \hat{s}_{i}\right\rangle . \tag{5.4}
\end{array}
$$

The dynamic functions $A^{i}$ are the helicity amplitudes ${ }^{19}$ surviving in the HEA

$$
\begin{align*}
& \left.A^{\mathrm{I}}=\left\langle\left.\left\langle\begin{array}{ll}
- & + \\
2 & 3 \\
- & -
\end{array}\right| \mathfrak{M}\right|_{+} ^{+} \begin{array}{l}
- \\
1 \\
+ \\
+
\end{array}\right\rangle\right\rangle, \quad A^{\mathrm{II}}=\left\langle\left(\begin{array}{ll|l|ll}
- & + \\
2 & 3 & \mathfrak{M} \left\lvert\, \begin{array}{l}
+ \\
1
\end{array}\right. & - \\
- & +
\end{array}\right\rangle\right\rangle, \\
& \left.\left.A^{\mathrm{III}}=\left\langle\left.\left\langle\begin{array}{ll}
- & + \\
2 & 3 \\
+ & -
\end{array}\right| \mathfrak{M} \right\rvert\, \begin{array}{cc}
+ & - \\
1 & 4 \\
-
\end{array}\right\rangle\right\rangle, \quad A^{\mathrm{IV}}=\left\langle\left.\left\langle\begin{array}{cc}
\mathrm{C}_{-}^{+} & + \\
2 & 3
\end{array}\right| \mathfrak{M} \right\rvert\, \begin{array}{cc}
+ & - \\
1 & 4 \\
-
\end{array}\right\rangle\right\rangle \text {. } \tag{5.5}
\end{align*}
$$

The kernels of the constituting currents have odd factors $\gamma^{H}$ in the HEA. They are of the type (5.2) with $\tau=1$.

If the creation of $\mu^{-} \mu^{+}$by $e^{-} e^{+}$runs through odd additional scalar Higgs particles, ${ }^{20}$ a further amplitude has to be added, namely,

$$
\begin{align*}
& \mathfrak{X e}_{e^{+} e} \rightarrow(0)-\mu^{\prime} \mu \\
&= \alpha_{1} \alpha_{2} \alpha_{3}^{*} \alpha_{4}^{*} B^{\mathrm{I}}-\alpha_{1} \alpha_{2} \beta_{3}^{*} \beta_{4}^{*} B^{\mathrm{II}} \\
&-\beta_{1} \beta_{2} \alpha_{3}^{*} \alpha_{4}^{*} B^{\mathrm{III}}+\beta_{1} \beta_{2} \beta_{3}^{*} \beta_{4}^{*} B^{\mathrm{IV}} \tag{5.6}
\end{align*}
$$

The dynamical functions $B^{i}$ are the helicity amplitudes surviving in the HEA

The kernels of the currents constituting this channel of the reaction have even factors $\gamma^{\mu}$ in the HEA. They are of the type (5.1) with $\tau=0$.

The scattering reaction $e^{-} e^{+} \rightarrow e^{-} e^{+}$contains similar amplitudes as (5.3) and (5.6), with particle $3=e^{-}$and particle $4=e^{+}$. But we have to add (subtract) the amplitudes of the genuine scattering channel. The scattering channel of the type $\tau=1$ (arbitrary many intermediate spin- 1 particles and even spin-0 particles exchanged) yields the HEA

$$
\begin{align*}
\mathfrak{M}_{c}^{\prime} e^{+} \rightarrow(1) \rightarrow e & e^{+} \\
= & -\alpha_{1} \alpha_{2} \alpha_{3}^{*} \alpha_{4}^{*} C^{\mathrm{I}}-\alpha_{1} \beta_{2} \alpha_{3}^{*} \beta_{4}^{*} C^{\mathrm{II}}  \tag{5.8}\\
& -\beta_{1} \alpha_{2} \beta_{3}^{*} \alpha_{4}^{*} C^{\mathrm{III}}-\beta_{1} \beta_{2} \beta_{3}^{*} \beta_{4}^{*} C^{\mathrm{IV}}
\end{align*}
$$

where the dynamical functions $C^{i}$ are defined as

$$
\begin{align*}
& C^{\text {III }}=\left\langle\left(\begin{array}{ll}
+ & - \\
3 & 2 \\
- & +
\end{array}\left|\mathfrak{M}^{\prime}\right| \begin{array}{cc}
+ & - \\
1 & 4 \\
+
\end{array}\right\rangle\right\rangle, \quad C^{\text {Iv }}=\left\langle\left(\begin{array}{cc}
+ & - \\
3 & 2
\end{array}\left|\mathfrak{M}^{\prime}\right| \begin{array}{cc}
+ & - \\
1 & 4
\end{array}\right\rangle\right\rangle \text {. } \tag{5.9}
\end{align*}
$$

The scattering channel of type $\tau=0$ (odd spin- 0 particles and arbitrary many intermediate spin-1 particles exchanged) yields the HEA

$$
\begin{align*}
\mathfrak{R e}_{q}^{\prime} e^{\prime} & \\
= & -\alpha_{1} \beta_{2} \beta_{3}^{*} \alpha_{4}^{*} D^{\mathrm{I}}-\alpha_{1} \alpha_{2} \beta_{3}^{*} \beta_{4}^{*} D^{\mathrm{II}} \\
& -\beta_{1} \beta_{2} \alpha_{3}^{*} \alpha_{4}^{*} D^{\mathrm{III}}-\beta_{1} \alpha_{2} \alpha_{3}^{*} \beta_{4}^{*} D^{\mathrm{IV}} \tag{5.10}
\end{align*}
$$

where the dynamical functions $D^{i}$ are defined as

$$
\begin{align*}
& D^{\mathrm{I}}=\left\langle\left(\begin{array}{cc|c|cc}
+ & - \\
3 & 2 & \left.\mathfrak{R}^{\prime}\right|_{+} ^{+} & - \\
- & -
\end{array}| \rangle, \quad D^{\mathrm{II}}=\left\langle\left(\begin{array}{cc|c|cc}
+ & - \\
3 & 2 & \mathfrak{M}^{\prime} & + & - \\
1 & 4 \\
+ & -
\end{array}\right)\right\rangle,\right.\right. \\
& D^{\text {III }}=\left\langle\left\langle\left.\begin{array}{cc|cc}
+ & - \\
3 & 2 \\
+ & -
\end{array} \mathfrak{R}^{\prime} \right\rvert\, \begin{array}{cc}
+ & - \\
1 & 4 \\
-
\end{array}\right\rangle\right\rangle, \quad D^{\text {IV }}=\left\langle\left(\begin{array}{cc|c|cc|}
+ & - \\
3 & 2 & \Re^{\prime} & - \\
+ & + & 4 \\
- & -
\end{array}\right\rangle\right\rangle \text {. } \tag{5.11}
\end{align*}
$$

We notice the symmetries as consequences of the relation (4.4)

$$
\begin{equation*}
A^{\mathrm{IV}(*)}=A^{\mathrm{I} *}, \quad A^{\mathrm{III}(*)}=A^{\mathrm{IL} *} \tag{5.12}
\end{equation*}
$$

and the similar relations for the other amplitudes $B, C$ and $D$.
The helicity amplitudes for the Bhabba scattering and for the $e^{-} e^{-}$scattering with polarized fermions are easily calculated in the lowest order of the perturbation expansion, including $Z_{0}$ exchange. The results are found in a previous
paper. ${ }^{21}$ The explicit calculation confirms the symmetries (5.12).

## 6. THE FORM OF THE CROSS SECTION

The absolute square of the scattering amplitude yields an expression proportional to the cross section. This expression shows products of the superposition coefficients of which two at a time belong to the same fermion. These products of two coefficients belonging to the same particle have a simple physical meaning. They relate directly to the strength of the transversal and longitudinal polarization according to the formulas (3.14). The cross section for the reaction $e^{-} e^{+} \rightarrow(1) \rightarrow \mu^{-} \mu^{+}$with polarized fermions, for instance, has the following form in the HEA:

$$
\begin{align*}
& d \sigma_{e^{-} e^{+} \rightarrow(1) \rightarrow \mu^{-} \mu^{+}} \\
& \propto \mid \boldsymbol{A}^{\mathrm{I}}{ }^{2}\left(1+s_{1| |}\right)\left(1-s_{2| |}\right)\left(1-s_{3| |}\right)\left(1+s_{4 \|}\right) \\
& +\left|A^{\mathrm{IV}}\right|^{2}\left(1-s_{1| |}\right)\left(1+s_{2 \|}\right)\left(1+s_{3 \|}\right)\left(1-s_{4 \|}\right) \\
& +\mid A^{\text {II }}{ }^{2}\left(1+s_{1| |}\right)\left(1-s_{2 \| \mid}\right)\left(1+s_{3 \| \mid}\right)\left(1-s_{4| |}\right) \\
& +\left|A^{\mathrm{III}}\right|^{2}\left(1-s_{1| |}\right)\left(1+s_{2| |}\right)\left(1-s_{3| |}\right)\left(1+s_{4| |}\right) \\
& +2 \operatorname{Re}\left\{-\left[A^{\mathrm{I}} A^{\mathrm{III}}\left(1-s_{3 \|}\right)\left(1+s_{4 \|}\right)\right.\right. \\
& \left.+A^{\mathrm{II}} \boldsymbol{A}^{\mathrm{IV} *}\left(1+s_{3 \|}\right)\left(1-s_{4 \|}\right)\right] s_{11} s_{21} e^{i\left(\psi_{2}-\psi_{1}\right)} \\
& -\left[A^{1} \boldsymbol{A}^{\mathrm{II} *}\left(1+s_{1 \|}\right)\left(1-s_{2 \|}\right)\right. \\
& \left.+A^{\mathrm{III}} A^{\mathrm{IV} *}\left(1-s_{1| |}\right)\left(1+s_{2 \|}\right)\right] s_{31} s_{41} e^{i\left(\psi_{4}-\psi_{1}\right)} \\
& +A^{\mathrm{I}} A^{\left.\mathrm{IV} *_{s_{11}} s_{21} s_{31} s_{41} e^{i\left(\psi_{2}-\psi_{1}-\psi_{3}+\psi_{4}\right)}\right), ~\left({ }^{1}\right)} \\
& \left.+A^{\mathrm{II}} A^{\mathrm{III}} s_{11} s_{21} s_{31} s_{41} e^{i\left(\psi_{2}-\psi_{1}+\psi_{1}-\psi_{4}\right)}\right\} . \tag{6.1}
\end{align*}
$$

We notice that several pairs of the dynamical factors $A^{i} A^{k} *$ in this formula are identical except the terms which violates the parity and which differ by a sign. This is a consequence of the symmetry (5.12).

The formula (6.1) is correct also for partly polarized particles. In this case the degree of polarization is described by the length of the spin vector, which is now smaller than 1. If the polarization of the final particles is not observed, we have to put the spin vector equal zero and to multiply the rest of the cross section by 2 for each final particle.

The cross section of the $e^{-} e^{-}$scattering and of the Bhabba scattering has been calculated with this method and given elsewhere. ${ }^{21}$ The contributions to the scattering of polarized electrons and positrons due to the Higgs particles are calculated in Ref. 20.
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## APPENDIX A: SPINORS

The four-component spinors $u^{Q}(p, \hat{s})$ in Weyl's form ${ }^{22}$ are composed by two associated two-component spinors (or van der Waerden spinors ${ }^{23}$ ) $u_{k}$ and $v^{k}$

$$
\begin{equation*}
u^{Q}(p, \hat{s})=\frac{1}{\sqrt{2}}\binom{u_{k}(p, Q \hat{s})}{Q v^{k}(p, Q \hat{s})} \tag{A1}
\end{equation*}
$$

$$
\bar{u}^{Q}(p, \hat{s})=\frac{1}{\sqrt{2}}\left(Q \bar{v}^{k}(p, Q \hat{s}), \bar{u}_{k}(p, Q \hat{s})\right) .
$$

The two-component spinors are normalized by

$$
\begin{equation*}
\bar{v}^{k} u_{k}=1, \quad \bar{u}_{k} v^{\dot{k}}=1 \tag{A2}
\end{equation*}
$$

These normalization relations reduce the eight real parameters of $u_{k}$ and $v^{k}$ to 6 . Three of them are used to describe the momentum, two describe the spin direction, and one remains for an arbitrary phase.

The charge quantum number $Q$, the momentum $p^{\mu}$ and the moving spin vector $\xi^{\mu}$ of a particle state are represented by

$$
\begin{align*}
Q & =\bar{u}^{Q}(p, \hat{s}) u^{Q}(p, \hat{s})  \tag{A3}\\
p^{\mu} & =m \bar{u}^{Q}(p, \hat{s}) \gamma^{\mu} u^{Q}(p, \hat{s})  \tag{A4}\\
\mathfrak{ß}^{\mu} & =-Q \bar{u}^{Q}(p, \hat{s}) \gamma_{s} \gamma^{\mu} u^{Q}(p, \hat{s}) \tag{A5}
\end{align*}
$$

The representation of the $\gamma$ matrices

$$
\begin{align*}
\gamma^{\mu} & =\left(\begin{array}{ll}
0 & \sigma_{\mu} \\
\sigma^{\mu} & 0
\end{array}\right)=\left(\begin{array}{ll}
0 & \sigma_{k l}^{\mu} \\
\sigma^{\mu k l} & 0
\end{array}\right)  \tag{A6}\\
\gamma_{5} & =\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right)
\end{align*}
$$

allow us to write

$$
\begin{align*}
p^{\mu} & =\frac{1}{2} m\left[\bar{u}_{k} \sigma^{\mu \dot{k} l} u_{l}+\bar{v}^{k} \sigma^{\mu}{ }_{k l} v^{l}\right]  \tag{A7}\\
\Xi^{\mu} & =\frac{1}{2} Q\left[\bar{u}_{k} \sigma^{\mu \dot{k} l} u_{l}-\bar{v}^{k} \sigma^{\mu}{ }_{k l} v^{l}\right] \tag{A8}
\end{align*}
$$

We choose the direction $(\theta \phi)$ for the momentum, and $(\vartheta \varphi)$ for the spin vector in the rest frame of a particle

$$
\begin{align*}
& \hat{p}=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)  \tag{A9}\\
& \hat{s}=(\sin \vartheta \cos \varphi, \sin \vartheta \sin \varphi, \cos \vartheta) \tag{A10}
\end{align*}
$$

In the rest frame the two associated two-component spinors $u_{k}$ and $v^{k}$ are identical

$$
\begin{equation*}
u_{k}(0, N \hat{s})=v^{k}(0, N \hat{s}) \equiv|N, \hat{s}\rangle \tag{A11}
\end{equation*}
$$

The rest frame spinor for electrons $(Q=+1)$ with spin parallel $(N=+1)$ or antiparallel $(N=-1)$ to the unit vector $\hat{s}$ has the components

$$
\begin{equation*}
|+, \hat{s}\rangle=\binom{c}{s}, \quad|-, \hat{s}\rangle=\binom{-s^{*}}{c} \tag{A12}
\end{equation*}
$$

where

$$
\begin{equation*}
c=\cos (\vartheta / 2), \quad s=\sin (\vartheta / 2) e^{i \varphi} \tag{A13}
\end{equation*}
$$

The state with spin antiparallel to $\hat{s}$ and the state with spin parallel to $-\hat{s}$ are equal up to the phase factor $-e^{i \varphi}$.

The spinors for moving states are obtained by the application of a boost $B(p)$ :

$$
\begin{align*}
u_{k}(p, N \hat{s}) & =B(p) u_{k}(0, N \hat{s})=B(p)|N, \hat{s}\rangle \\
v^{k}(p, N \hat{s}) & =B^{-1, \dagger}(p) v^{\dot{k}}(0, N \hat{s})=B^{-1, \dagger}(p)|N, \hat{s}\rangle \tag{A14}
\end{align*}
$$

The boost $B(p)$ is composed of a unitary matrix

$$
U(\theta \phi)=e^{-i(\phi / 2) \sigma_{z}} e^{-i(\theta / 2) \sigma_{y}} e^{i(\phi / 2) \sigma_{z}}=\left(\begin{array}{cc}
C & -S^{*}  \tag{A15}\\
S & C
\end{array}\right)
$$

with

$$
\begin{equation*}
C=\cos (\theta / 2), \quad S=\sin (\theta / 2) e^{i \phi} \tag{A16}
\end{equation*}
$$

and a Hermitian (and diagonal) matrix

$$
B(\bar{p})=\left(\begin{array}{ll}
\eta_{+} & 0  \tag{A17}\\
0 & \eta_{-}
\end{array}\right)
$$

with

$$
\begin{equation*}
\bar{p}=(E, 0,0, p) \tag{A18}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta_{ \pm}=[(E \pm p) / m]^{1 / 2} \tag{A19}
\end{equation*}
$$

The unitary matrix $U$ tips the direction $(\theta \phi)$ of the momentum into the $z$ direction, ${ }^{7,13}$ The Hermitian matrix $B(\bar{p})$ moves the rest frame along the $z$ axis. By evaluating the Hermitian matrix

$$
\begin{equation*}
B(p)=U(\theta \phi) B(\bar{p}) U^{-1}(\theta \phi) \tag{A20}
\end{equation*}
$$

we find

$$
\begin{align*}
& B(p)=\sum_{N}|N, \hat{p}\rangle \eta_{N}\langle N, \hat{p}|  \tag{A21}\\
& B^{-1,+}(p)=\sum_{N}|N, \hat{p}\rangle \eta_{-N}\langle N, \hat{p}|
\end{align*}
$$

and

$$
\begin{equation*}
[B(p)]^{2}=\frac{1}{m} p^{\mu} \sigma^{\mu}, \quad\left[B^{-1, \dagger}(p)\right]^{2}=\frac{1}{m} p^{\mu} \sigma_{\mu} \tag{A22}
\end{equation*}
$$

The comparison of (A22) and (A21) yields the relation (3.8). The four-component spinors for helicity states with $\hat{s}=N \hat{p}$ are, according to (A1), (A14), and (A21),

$$
\begin{align*}
& u_{N}^{Q}(p)=\frac{1}{\sqrt{2}}\binom{\eta_{Q N}|Q N, \hat{p}\rangle}{ Q \eta_{-Q N}|Q N, \hat{p}\rangle}, \\
& \bar{u}_{N}^{Q}(p)=\frac{1}{\sqrt{2}}\left(Q \eta_{-Q N}\langle Q N, \hat{p}|, \eta_{Q N}\langle Q N, \hat{p}|\right) . \tag{A23}
\end{align*}
$$

The general four-component spinors are superpositions of the two helicity spinors

$$
\begin{equation*}
u^{Q}(p, \hat{s})=\sum_{N} \alpha_{N}^{Q} u_{N}^{Q} \tag{A24}
\end{equation*}
$$

The coefficients of this expansion

$$
\begin{equation*}
\alpha_{N}^{Q}(\hat{p}, \hat{s})=\langle Q N, \hat{p} \mid Q, \hat{s}\rangle \tag{A25}
\end{equation*}
$$

are independent on the energy.
By tipping the primary coordinate system around the axis $\vec{e}_{z} \times \hat{p}$ according to (A15) and the literature ${ }^{7,13}$ arises a helicity frame with the basical vectors $\vec{e}_{x^{\prime}}, \vec{e}_{y^{\prime}}$, and $\vec{e}_{z^{\prime}}=\hat{p}$. The spin vector ( A 10 ) is given with regard to this helicity frame by

$$
\begin{equation*}
\hat{s}=s_{\perp} \cos \psi \vec{e}_{x^{\prime}}+s_{1} \sin \psi \vec{e}_{y^{\prime}}+s_{\|} \hat{p} \tag{A26}
\end{equation*}
$$

The unit vectors perpendicular to the momentum $\hat{p}$ can be gathered by a complex vector

$$
\begin{equation*}
\vec{g}=\vec{e}_{x^{\prime}}+i \vec{e}_{y^{\prime}}=\left(C^{2}-S^{2}, i\left(C^{2}+S^{2}\right),-2 C S\right) \tag{A27}
\end{equation*}
$$

The following relation can be verified with (A12) and (A27):

$$
\begin{equation*}
\vec{g} \vec{\sigma}=2|+, \hat{p}\rangle\langle-, \hat{p}| . \tag{A28}
\end{equation*}
$$

This relation and the high energy limit of (3.8)

$$
\begin{equation*}
1+Q \hat{p} \vec{\sigma}=2|Q, \hat{p}\rangle\langle Q, \hat{p}| \tag{A29}
\end{equation*}
$$

allow to derive now Eqs. (3.14).
According to (A8) and (A11) the spin vector in the rest frame is given by

$$
\begin{equation*}
\hat{s}=N\langle N, \hat{s}| \vec{b}|N, \hat{s}\rangle . \tag{A30}
\end{equation*}
$$

We find with (A29) and (A28) now

$$
\begin{align*}
1+N \hat{p} \hat{s} & =2\langle Q N, \hat{s} \mid Q, \hat{p}\rangle\langle Q, \hat{p} \mid Q N, \hat{s}\rangle, \\
N \vec{g} \hat{s} \hat{s} & =2\langle N, \hat{s} \mid+, \hat{p}\rangle\langle-, \hat{p} \mid N, \hat{s}\rangle . \tag{A31}
\end{align*}
$$

These relations lead to (3.14) with the help of (A25). The twocomponent rest frame spinors $\left|N_{i}, \vec{e}_{i}\right\rangle \equiv\left|N_{i}\right\rangle$ have interesting features. We state the relation

$$
\begin{equation*}
1\left\langle N_{i} \mid N_{k}\right\rangle=\left|N_{k}\right\rangle\left\langle N_{i}\right|+N_{i} N_{k}\left|-N_{i}\right\rangle\left\langle-N_{k}\right| \tag{A32}
\end{equation*}
$$

from which several equations can be derived, for instance, the following relation between the spinor scalars:

$$
\begin{gather*}
\left\langle N_{i} \mid N_{k}\right\rangle\left\langle N_{l} \mid N_{m}\right\rangle=\left\langle N_{i} \mid N_{m}\right\rangle\left\langle N_{l} \mid N_{k}\right\rangle \\
\quad+N_{i} N_{k}\left\langle N_{l} \mid-N_{i}\right\rangle\left\langle-N_{k} \mid N_{m}\right\rangle . \tag{A33}
\end{gather*}
$$

We derive also the symmetry relations between Pauli currents

$$
\begin{align*}
& \left\langle N_{i}\right| \sigma^{\mu}\left|N_{k}\right\rangle^{*}=\left\langle N_{k}\right| \sigma^{\mu}\left|N_{i}\right\rangle  \tag{A34}\\
& \left\langle N_{i}\right| \sigma^{\mu}\left|N_{k}\right\rangle=N_{i} N_{k}\left\langle-N_{k}\right| \sigma_{\mu}\left|-N_{i}\right\rangle \tag{A35}
\end{align*}
$$

The last two equations are easily generalized to Eqs. (4.1) and (4.2).

The Pauli matrices $\sigma^{\mu}$ can be expressed with the help of the two-component rest frame spinors for spin parallel or antiparallel to the $z$ axis:

$$
\begin{equation*}
\left|+{ }_{0}\right\rangle \equiv\left|+, \vec{e}_{z}\right\rangle=\binom{1}{0}, \quad\left|--_{0}\right\rangle \equiv\left|-, \vec{e}_{z}\right\rangle=\binom{0}{1} . \tag{A36}
\end{equation*}
$$

We find

$$
\begin{align*}
& \sum_{\mu} \sigma^{\mu} \odot \sigma_{\mu}=2 \sum_{M, N} M N\left|N_{0}\right\rangle\left\langle M_{0}\right| \odot\left|-N_{0}\right\rangle\left\langle-M_{0}\right|,  \tag{A37}\\
& \sum_{\mu} \sigma^{\mu} \odot \sigma^{\mu}=2 \sum_{M, N}\left|N_{0}\right\rangle\left\langle M_{0}\right| \odot\left|M_{0}\right\rangle\left\langle N_{0}\right| . \tag{A38}
\end{align*}
$$

With these formulas we now treat the contraction products of the two Pauli currents $\left\langle N_{1}\right| a \sigma_{\mu} b\left|N_{2}\right\rangle\left\langle N_{3}\right| c \sigma^{\mu} d\left|N_{4}\right\rangle$ and $\left\langle N_{1}\right| a \sigma_{\mu} b\left|N_{2}\right\rangle\left\langle N_{3}\right| c \sigma_{\mu} d\left|N_{4}\right\rangle$. Here $a, b, c$, and $d$ are arbitrary $2 \times 2$ matrices. With the help of (A32) the spinors $\left|N_{0}\right\rangle$ (A36) can be completely eliminated. The very general formulas (3.11) for the contraction of a product of two Pauli currents are obtained. Here we notice two useful specializations which can be derived with (A32):

$$
\begin{align*}
& \left\langle N_{1}\right| a \sigma_{\mu}\left|N_{2}\right\rangle\left\langle N_{3}\right| \sigma^{\mu} d\left|N_{4}\right\rangle \\
& \quad=-2 N_{2} N_{3}\left\langle N_{1}\right| a\left|-N_{3}\right\rangle\left\langle-N_{2}\right| d\left|N_{4}\right\rangle  \tag{A39}\\
& \left\langle N_{1}\right| \sigma_{\mu}\left|N_{2}\right\rangle\left\langle N_{3}\right| c \sigma^{\mu} d\left|N_{4}\right\rangle \\
& \quad=2 N_{1} N_{2}\left\langle N_{3}\right| c\left|-N_{1}\right\rangle\left\langle-N_{2}\right| d\left|N_{4}\right\rangle . \tag{A40}
\end{align*}
$$

## APPENDIX B: PRODUCTS OF TWO HELICITY CURRENTS

Let $A$ and $B$ be arbitrary Dirac matrices. Now we define the product of two helicity currents

$$
\begin{equation*}
A \times B \equiv \bar{u}_{N_{1}}^{Q_{1}}\left(p_{1}\right) A u_{N_{2}}^{Q_{2}}\left(p_{2}\right) \bar{u}_{N_{3}}^{Q_{3}}\left(p_{3}\right) B u_{N_{4}}^{Q_{4}}\left(p_{4}\right) . \tag{B1}
\end{equation*}
$$

We introduce some abbreviations

$$
\begin{align*}
& M_{j}=Q_{j} N_{j},  \tag{B2}\\
& \eta_{N_{j}}^{(0)}=\left[\left(E_{j}+N_{j} p_{j}\right) / m_{j}\right]^{1 / 2},  \tag{B3}\\
& \epsilon_{\alpha_{1} \cdots \alpha_{n} \| \beta}=\eta_{\alpha_{1}}^{(1)} \cdots \eta_{\alpha_{n}}^{(n)}+\beta \eta_{-a_{1}}^{(1)} \cdots \eta_{-\alpha_{n}}^{(n)},  \tag{B4}\\
& Q=Q_{1} Q_{2} Q_{3} Q_{4} . \tag{B5}
\end{align*}
$$

Now let $A$ and $B$ mean even or odd products of matrices. There are four different types of current products. We introduce an operator $G$ which changes all upper vector indices into lower indices and reverse. The four types of current products are according to (3.6a) and (3.6b):

$$
\begin{align*}
& \prod_{i}^{2 n} \gamma^{\mu_{i}}\left(\gamma_{5}\right)^{a} \times \prod_{j}^{2 k} \gamma^{\nu_{j}}\left(\gamma_{5}\right)^{b}=\frac{1}{4} Q_{1} Q_{3} \epsilon_{\left.-M_{1} M_{2}-M_{4} M_{4} \| \mid-1\right)^{a+b} Q G}\left\langle M_{1}\right| \sigma_{\mu_{1}} \cdot{ }^{\mu_{2 n}}\left|M_{2}\right\rangle\left\langle M_{3}\right| \sigma_{\nu_{1}} \cdot{ }^{\cdot v_{2 k}}\left|M_{4}\right\rangle \\
& +(-1)^{b} \cdot \frac{1}{4} Q_{1} Q_{4} \epsilon_{-M_{1} M_{2} M_{3}-M_{4}| | \mid(1)^{a+b} Q G}\left\langle M_{1}\right| \sigma_{\mu_{1}} \cdot{ }^{2 n}\left|M_{2}\right\rangle\left\langle M_{3}\right| \sigma^{\nu_{1}} \cdot{ }_{v_{2 k}}\left|M_{4}\right\rangle,  \tag{B6}\\
& \prod_{i}^{2 n+1} \gamma^{\mu_{i}}\left(\gamma_{5}\right)^{a} \times \prod_{j}^{2 k+1} \gamma^{\nu_{j}}\left(\gamma_{5}\right)^{b}=\frac{1}{4} \epsilon_{\left.M_{1} M_{2} M_{3} M_{4} \|| |-1\right)^{a+b} Q G}\left\langle M_{1}\right| \sigma^{\mu_{1}} \ldots{ }^{\mu_{2 n+1}}\left|M_{2}\right\rangle\left\langle M_{3}\right| \sigma^{v_{1}} \therefore^{\nu_{2 k+1}}\left|M_{4}\right\rangle \\
& +\frac{1}{4}(-1)^{b} Q_{3} Q_{4} \epsilon_{M_{1} M_{2}-M_{3}-M_{4}| | f(1)^{a+b} Q G}\left\langle M_{1}\right| \sigma^{\mu_{1}} . \mu^{\mu_{2 n+1}}\left|M_{2}\right\rangle\left\langle M_{3}\right| \sigma_{v_{1}} \cdots_{v_{2 k+1}}\left|M_{4}\right\rangle,  \tag{B7}\\
& \prod_{i}^{2 n+1} \gamma^{\mu_{i}}\left(\gamma_{5}\right)^{a} \times \prod_{j}^{2 k} \gamma^{\nu_{/}}\left(\gamma_{5}\right)^{b}=\frac{1}{4} Q_{3} \epsilon_{\left.M_{1} M_{2}-M_{3} M_{4} \| \mid f+1\right)^{a+b} Q_{G}}\left\langle M_{1}\right| \sigma_{1}^{\mu_{1}: \mu_{2 n+1}}\left|M_{2}\right\rangle\left\langle M_{3}\right| \sigma_{v_{1}} \cdot{ }^{v_{2 k}}\left|M_{4}\right\rangle \\
& +\frac{1}{4}(-1)^{b} Q_{4} \epsilon_{M_{1} M_{2} M_{3}-M_{4}| | \mid(1)^{a+b} Q_{G}}\left\langle M_{1}\right| \sigma^{\mu_{1}} \ldots \mu^{2 n+1}\left|M_{2}\right\rangle\left\langle M_{3}\right| \sigma^{\nu_{1}} \cdot{ }_{v_{2 k}}\left|M_{4}\right\rangle,  \tag{B8}\\
& \left.\prod_{i}^{2 n} \gamma^{\mu_{i}}\left(\gamma_{5}\right)^{a} \times \prod_{j}^{2 k+1} \gamma^{\nu_{j}}\left(\gamma_{5}\right)^{b}=\frac{1}{4} Q_{1} \epsilon_{-M_{1} M_{2} M_{3} M_{4} \| l}-1\right)^{a+b} Q_{G}\left\langle M_{1}\right| \sigma_{\mu_{1}} \cdot{ }^{\prime 2 n}\left|M_{2}\right\rangle\left\langle M_{3}\right| \sigma^{v_{1}} .^{\cdot v_{2 k+1}}\left|\boldsymbol{M}_{4}\right\rangle \\
& +\frac{1}{4}(-1)^{b} Q_{1} Q_{3} Q_{4} \epsilon_{\left.-M_{1} M_{2}-M_{2}-M_{4} \| \mid l-1\right)^{a+b} Q_{G}}\left(M_{1}\left|\sigma_{\mu_{1}} \cdot \mu_{2 n}\right| M_{2}\right\rangle\left\langle M_{3}\right| \sigma_{v_{1}} \cdots v_{2 k+1}\left|M_{4}\right\rangle . \tag{B9}
\end{align*}
$$

The specialization of these formulas and the application of (3.11) for the contraction of Pauli currents produce all current products required in the calculation of scattering amplitudes. We notice some of these as examples:

$$
\begin{align*}
& 1 \times 1=\frac{1}{4} Q_{1} Q_{2} \epsilon_{-M_{1} M_{2}-M_{3} M_{4} \| Q}\left\langle M_{1} \mid M_{2}\right\rangle\left\langle M_{3} \mid M_{4}\right\rangle \\
& +{ }_{4}^{1} Q_{1} Q_{4} \epsilon_{-M_{1} M_{2} M_{3}-M_{4} \| Q}\left\langle M_{1} \mid M_{2}\right\rangle\left\langle M_{3} \mid M_{4}\right\rangle,  \tag{B10}\\
& \gamma^{\mu} \times \gamma^{\nu}=\frac{1}{4} \epsilon_{M_{1} M_{2} M_{3} M_{4} \mid Q G}\left\langle M_{1}\right| \sigma^{\mu}\left|M_{2}\right\rangle\left\langle M_{3}\right| \sigma^{v}\left|M_{4}\right\rangle \\
& +\frac{1}{4} Q_{3} Q_{4} \epsilon_{M_{1} M_{2}-M_{3}-M_{4} \| Q G}\left\langle M_{1}\right| \sigma^{\mu}\left|M_{2}\right\rangle\left\langle M_{3}\right| \sigma_{v}\left|M_{4}\right\rangle,  \tag{B11}\\
& \gamma_{\mu} \times \gamma^{\mu}=\frac{1}{4} \epsilon_{M_{1} M_{2} M_{3} M_{4} \| Q} \cdot(-2) M_{2} M_{3}\left\langle M_{1} \mid-M_{3}\right\rangle\left\langle-M_{2} \mid M_{4}\right\rangle \\
& +\frac{1}{4} Q_{3} Q_{4} \epsilon_{M_{1} M_{2}-M_{3}-M_{4} \| Q} \cdot 2\left\langle M_{1} \mid M_{4}\right\rangle\left\langle M_{3} \mid M_{2}\right\rangle,  \tag{B12}\\
& \gamma^{\mu} \gamma^{\nu} \times \gamma^{\rho} \gamma^{\tau}=\frac{1}{4} Q_{1} Q_{3} \epsilon_{-M_{1} M_{2}-M_{3} M_{a} \| Q G}\left\langle M_{1}\right| \sigma_{\mu} \sigma^{v}\left|M_{2}\right\rangle\left\langle M_{3}\right| \sigma_{\rho} \sigma^{\tau}\left|M_{4}\right\rangle \\
& +\frac{1}{4} Q_{1} Q_{4} \epsilon_{-M_{1} M_{2} M_{3}-M_{A} \mid Q G}\left\langle M_{1}\right| \sigma_{\mu} \sigma^{v}\left|M_{2}\right\rangle\left\langle M_{3}\right| \sigma^{\rho} \sigma_{\tau}\left|M_{4}\right\rangle,  \tag{B13}\\
& \gamma_{\mu} \gamma^{\nu} \times \gamma^{\rho} \gamma^{\mu}={ }_{4} Q_{1} Q_{3} \epsilon_{-M_{1} M_{2}-M_{3} M_{4} \| Q G} \cdot 2\left\langle M_{1} \mid M_{4}\right\rangle\left\langle M_{3}\right| \sigma_{\rho} \sigma^{\nu}\left|M_{2}\right\rangle \\
& +\frac{1}{4} Q_{1} Q_{4} \epsilon_{-M_{1} M_{2} M_{3}-M_{4} \mid \ell G} \cdot 2 M_{3} M_{4}\left\langle M_{1}\right| \sigma_{\rho}\left|-M_{3}\right\rangle\left\langle-M_{4}\right| \sigma^{\nu}\left|M_{2}\right\rangle,  \tag{B14}\\
& \gamma_{\mu} \gamma_{\nu} \times \gamma^{\nu} \gamma^{\mu}=\frac{1}{4} Q_{1} Q_{3} \epsilon_{-M_{1} M_{2}-M_{3} M_{4} \| Q^{\circ} \cdot 8\left\langle M_{1} \mid M_{4}\right\rangle\left\langle M_{3} \mid M_{2}\right\rangle} \\
& +{ }_{4} Q_{1} Q_{4} \epsilon_{-M_{1} M_{2} M_{3}-M_{4} \| Q} \cdot 4\left\langle M_{1} \mid M_{2}\right\rangle\left\langle M_{3} \mid M_{4}\right\rangle . \tag{B15}
\end{align*}
$$

Not all the vector indices of the currents are contracted internally. The remaining Pauli currents $\langle A| \sigma^{\mu} \sigma_{v}|B\rangle$, etc., of the amplitudes disappear by contractions with external momenta. In these cases the formulas (3.8) and (3.10) apply.
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#### Abstract

In this paper we show that for a nonrelativistic charged particle moving in an arbitrary external electromagnetic field there exist approximate solutions of the Schrödinger equation, such that the quantum-mechanical averages of the coordinates and the momenta with respect to these states are general exact solutions of the classical Hamiltonian equations. Such states are called trajectorycoherent states. The wave functions of the trajectory-coherent states are obtained by the complex germ method by V. P. Maslov. The simplest properties of these states are studied.


PACS numbers: $41.70 .+\mathrm{t}, 03.65 . \mathrm{Ge}$

## 1. INTRODUCTION

The question of the correspondence between the results of classical and quantum mechanics is as old as classical mechanics itself. It is quite obvious that there is no universal method of obtaining arbitrary classical quantities from quantum-mechanical ones. Let us explain this in more detail. Assume that one wants, for the conservative system, to obtain a classical expression for energy (as a function of any parameters of the system), starting from a quantum-mechanical one. It is obvious that in this case one should determine the stationary states of the system and then, by the definite way, take the limit as $\hbar \rightarrow 0$ of the quantum-mechanical expression for the energy. On the other hand, if one is interested in obtaining the classical particle trajectory as a limit for $\hbar \rightarrow 0$ of some quantum-mechanical expression, the stationary states cannot lead to a reasonable classical result because for such states the coordinate and momentum averages do not depend on time at all. Hence, to derive the classical trajectory as a limit for $\hbar \rightarrow 0$ of a certain quantummechanical expression one should first of all take care of this problem, and determine an appropriate choice of the corresponding quantum-mechanical states. Thus, the mode of construction (and the existence of this mode itself) of quan-tum-mechanical states that are "close" to classical ones depends on the very classical and quantum-mechanical quantities we want proximity for (or coincidence, if possible).

Schrödinger ${ }^{1}$ introduced an example of this kind for the harmonic oscillator: he constructed a set of states solving the Schrödinger equation for which the quantum-mechanical averages of the coordinates and the momentum are general solutions of the classical equations of motion. Glauber ${ }^{2}$ discovered the same states for free electromagnetic field; in these states the quantum-mechanical average of the potential operator is a general solution of the Maxwell free equations. (The coherent states of electromagnetic field already appeared in Ref. 3; they were studied in Ref. 4.) Such states were called coherent states. These states are constructed in a quite simple way for quantum systems whose effective Ha miltonian is quadratic by the coordinate and momentum operators. The theory of these states has been developed in detail. (The most complete statement of this theory is presented in Ref. 5.)

At present the coherent state sequence is assumed to be determined as a complete system of quantum-mechanical states that are integrals of motion. (The discussion of this determination may be found in Refs. 6 and 7.) A quite reasonable conviction has developed that coherent states, in a certain sense, are the closest to classical. In particular, for the quadratic systems the coordinate and momentum quan-tum-mechanical averages are solutions of the corresponding classical Hamiltonian equations, and for the case of quadratic systems with constant coefficients the coherent states attain the minimum of Heisenberg uncertainty relations.

However, it follows from the Ehrenfest theorem that if the Hamiltonian operator of the system is not quadratic there are no states in which the mean quantum-mechanical trajectory would exactly coincide with a classical one. Thus, the question of constructing quantum-mechanical states giving mean trajectories that coincide with classical ones in the limit $\hbar \rightarrow 0$ is not a trivial one. Such states, if any, are called trajectory-coherent states (TCS).

The aim of this work is to prove the following statement: for a nonrelativistic charged particle moving in an arbitrary electromagnetic field there always exist approximate solutions of the Schrödinger equation, such that the coordinate and momentum quantum-mechanical averages are exact solutions of the corresponding classical nonrelativistic Hamiltonian equations. These solutions are constructed explicitly and an estimate of their accuracy is obtained. In other words, we construct approximate TCS which give an exact classical trajectory. In addition, we generalize the results obtained to the case of a nonrelativistic particle described by the Klein-Gordon equation.

The basis of our construction is the complex WKB method by V.P. Maslov that is the complex-germ theory. ${ }^{8-10}$

## 2. NOTATION

In order to avoid overcrowding further statements, we start by describing the basic notations that will be used below. We denote the coordinate and momentum vectors by $\mathbf{X}$ $\left(X_{1}, X_{2}, X_{3}\right), \mathbf{P}\left(P_{1}, P_{2}, P_{3}\right)$. In quantum theory the operator $\hat{\mathbf{p}}$ is given by $\hat{\mathbf{p}}=-i h \nabla, \nabla_{i}=\partial_{x_{i}}$. The partial derivatives are designated as $\partial_{x_{i}}=\partial / \partial x_{i}, \partial_{p_{i}}=\partial / \partial p_{i}$. The classical Hamiltonian of the system is

$$
\begin{equation*}
H(\mathbf{x}, \mathbf{p})=(2 m)^{-1}(\mathbf{p}-\mathbf{A})^{2}+\phi \tag{1}
\end{equation*}
$$

The particle charge $e$ and the velocity of light are included in the electromagnetic potentials $\mathbf{A}=\mathbf{A}(\mathbf{x}, t), \phi=\phi(\mathbf{x}, t)$ which are taken in the Coulomb gauge $\operatorname{div} A=0$. The operator $\hat{H}(\mathbf{X}, \mathbf{P})$ is obtained from (1) by substitutions $\mathbf{P} \rightarrow \hat{\mathbf{P}}$. The time functions $X(t)$ and $P(t)$ are solutions of the classical equations

$$
\begin{equation*}
\dot{\mathbf{x}}(t)=\partial_{\mathbf{p}} H(\mathbf{x}, \mathbf{p}), \quad \dot{\mathbf{p}}(t)=-\partial_{\mathbf{x}} H(\mathbf{x}, p) \tag{2}
\end{equation*}
$$

We suppose everywhere that the general solution, $\mathbf{X}(t)$ and $\mathbf{P}(t)$, of Eqs. (2) is known. The Schrödinger equation has the form

$$
\begin{equation*}
\hat{L} \Psi=0, \quad \hat{L}=\hat{H}(\mathbf{x}, \mathbf{p})-i \hbar \partial_{t} \tag{3}
\end{equation*}
$$

Furthermore we introduce the $6 \times 6$ matrix $\mathscr{H}(\mathbf{X}, \mathbf{P})$, written in the form of four $3 \times 3$ blocks

$$
\mathscr{H}(\mathbf{x}, \mathbf{p})=\left|\begin{array}{rr}
-H_{x p}(\mathbf{x}, \mathbf{p}) & -H_{x x}(\mathbf{x}, \mathbf{p})  \tag{4}\\
H_{p p}(\mathbf{x}, \mathbf{p}) & H_{p x}(\mathbf{x}, \mathbf{p})
\end{array}\right|
$$

where, for example, the blocks $H_{x x}(\mathbf{x}, \mathbf{p})$ and $H_{x p}(\mathbf{x}, \mathrm{p})$ are defined as
$\left(H_{x x}(\mathbf{x}, \mathbf{p})\right)_{i j}=\partial_{x_{i}} \partial_{x_{j}} H(\mathbf{x}, \mathbf{p}), \quad\left(H_{x p}(\mathbf{x}, \mathbf{p})\right)_{i j}=\partial_{x_{i}} \partial_{p_{j}} H(\mathbf{x}, \mathbf{p})$.

In the case of the Hamiltonian (1), it is easy to find

$$
\begin{align*}
\left(m H_{x p}(\mathbf{x}, \mathbf{p})\right)_{i j} & =-\partial_{x_{i}} A_{j}, \quad\left(m H_{p p}(\mathbf{x}, \mathbf{p})\right)_{i j}=\delta_{i j} \\
\left(H_{x x}(\mathbf{x}, \mathbf{p})\right)_{i j}= & \partial_{x_{i}} \partial_{x_{j}} \phi+m^{-1}\left\langle\partial_{x_{i}} \mathbf{A}, \partial_{x_{j}} \mathbf{A}\right\rangle  \tag{6}\\
& -\left\langle\mathbf{x}(t), \partial_{x_{i}} \partial_{x_{j}} \mathbf{A}\right\rangle
\end{align*}
$$

The scalar product of three-dimensional vector is designated by French quotes $\rangle$. If in some expression dependent on $\mathbf{X}$ and $\mathbf{P}$, after performing all the operations (e.g., after taking partial derivatives with respect to $\mathbf{x}$ and $p$ ), the substitution of $\mathbf{X}=\mathbf{X}(t)$ and $\mathbf{P}=\mathbf{P}(t)$ is made, this expression will be designated by the same letter with the argument $t$ [e.g., $H(t)=H(\mathbf{x}, \mathbf{p})$ with $\mathbf{X}=\mathbf{X}(t), \mathbf{P}=\mathbf{P}(t)]$.

The expression $R \mathbf{x}$, where $R$ is a $3 \times 3$ matrix, $\mathbf{x}$ is a vector, designates the vector $\mathbf{y}=R \mathbf{x}$ with the components

$$
\begin{equation*}
y_{i}=\sum_{k=1}^{3} R_{i k} x_{k} \tag{7}
\end{equation*}
$$

## 3. THE VACUUM TCS

Introduce $3 \times 3$ matrices $B(t)$ and $C(t)$ that are the solutions of the system of differential equations

$$
\binom{\dot{B}}{\dot{C}}=\mathscr{H}(t)\binom{B}{C}, \quad \begin{align*}
& B(0)=\operatorname{diag}\left(b_{1}, b_{2}, b_{3}\right)  \tag{8}\\
& C(0)=E
\end{align*}
$$

where $E$ is the unit $3 \times 3$ matrix, and $b_{i}$ are complex numbers obeying the condition

$$
\begin{equation*}
\operatorname{Im} b_{i}>0, \quad i=1,2,3 \tag{9}
\end{equation*}
$$

A simple argument borrowed from Ref. 9 (see also Ref. 11) shows that $C(t)$ in nonsingular: explicit calculation, using the special form (4) of $H(t)$, shows that $\left(C^{+} B-B^{+} C\right)=0$, $\Rightarrow \forall x \in R^{3}, x \neq 0$ :

$$
\begin{aligned}
(C x, B x)-(B x, C x) & =(x, B(0) x)-(B(0) x, x) \\
& =2 i \sum_{k=1}^{3} \operatorname{Im} b_{k}\left|x_{k}\right|^{2} \neq 0 \Rightarrow C x \neq 0
\end{aligned}
$$

Analogous arguments show that $Q(t)=B(t) C^{-1}(t)$ is symmetric (i.e., equal to its transposed matrix and that
$\operatorname{Im} Q(t)>0$.
For the matrix $Q(t)$ it is not difficult to obtain the equation
$\dot{Q}+Q H_{p p}(t) Q+Q H_{p x}(t)+H_{x p}(t) Q+H_{x x}(t)=0$
and the equality

$$
\begin{equation*}
m \dot{I}=I \operatorname{tr} Q, \quad I=I(t)=\operatorname{det} C(t) \tag{12}
\end{equation*}
$$

Equation (12) follows from the Lewill theorem ${ }^{8}$ taking into account Eqs. (11) and (1).

We introduce also the function of WKB-solution type

$$
\begin{equation*}
\Psi_{0}(\mathbf{x}, t, \hbar)=N(\hbar) \Phi(t) \exp \left[i \hbar^{-1} S(\mathbf{x}, t)\right] \tag{13}
\end{equation*}
$$

where the phase $S(\mathbf{x}, t)$ is the complex-valued function [in the standard WKB method (see e.g., Ref. 12) the phase is real valued].

$$
\begin{align*}
S(\mathbf{x}, t)= & \int_{0}^{t}[\langle\mathbf{p}(t), \dot{\mathbf{x}}(t)\rangle-H(t)] d t \\
& +\langle\mathbf{p}(t), \mathbf{x}-\mathbf{x}(t)\rangle \\
& +\frac{1}{2}\langle\mathbf{x}-\mathbf{x}(t), Q(t)(\mathbf{x}-\mathbf{x}(t))\rangle \tag{14}
\end{align*}
$$

while the amplitude and normalization are

$$
\begin{align*}
& \Phi(t)=[I(t)]^{-1 / 2} \\
& N(\hbar)=\left[(\pi \hbar)^{-3} \operatorname{Im} b_{1} \operatorname{Im} b_{2} \operatorname{Im} b_{3}\right]^{1 / 4} \tag{15}
\end{align*}
$$

On account of $(10)$ we have $\operatorname{Im} S(\mathbf{x}, t)>0$ for the phase $S(\mathbf{x}, t)$ and therefore the function (13) decreases exponentially in $|\mathbf{x}|^{2}$, at the fixed $t$, for $|\mathbf{x}| \rightarrow \infty\left(|\mathbf{x}|=\sqrt{\langle\mathbf{x}, \mathbf{x}\rangle}, \mathbf{x} \in R^{3}\right)$.

The function (13) is an approximate solution of the Schrödinger equation in the limit $\hbar \rightarrow 0$. The estimation of accuracy of this approximation is defined by the following theorem.

Theorem: Let the potentials $\mathbf{A}, \phi$ be smooth functions tending to zero as $|\mathbf{x}| \rightarrow \infty$, together with all their derivatives. Then

$$
\begin{equation*}
\hat{L} \Psi_{0}(\mathbf{x}, t, \hbar)=f_{0}(\mathbf{x}, t, \hbar) \tag{16}
\end{equation*}
$$

with, in the limit $\hbar \rightarrow 0$, the following bound on the $L^{2}$-norm of $f_{0}(\mathbf{x}, t, h)$ :
$\left\|f_{0}(\mathbf{x}, t, \hbar)\right\|^{2} \leqslant \hbar^{3}\left(C_{1}+\hbar^{2} C_{2}\right), \quad 0 \leqslant t \leqslant T$,

$$
\begin{align*}
& C_{1}= \max _{t} \max _{i j k}\left\{\left|\partial_{x_{i}} \partial_{x_{j}} \mathbf{A}(t)\right|,\left|\partial_{x_{i}} \partial_{x_{j}} \partial_{x_{k}} \mathbf{A}(t)\right|,\right. \\
&\left.\left|\partial_{x_{i}} \partial_{x_{j}} \partial_{x_{k}} \phi(t)\right|,|Q(t)|\right\}  \tag{17}\\
& C_{2}=\max _{t} \max _{i j k l}\left\{\left|\partial_{x_{i}} \partial_{x_{j}} \partial_{x_{k}} \partial_{p_{l}} H(t)\right|,\left|\partial_{x_{i}} \partial_{x_{j}} \partial_{x_{k}} \partial_{x_{l}} H(t)\right|\right\}
\end{align*}
$$

There $|Q(t)|$ is a norm of the matrix $Q(t)$.
We now proceed to prove this theorem. We apply $\hat{L}$ [see
Eq. (3)] to $\Psi_{0}(\mathbf{x}, t, h)$ and we obtain thus the equality

$$
\begin{align*}
\hat{L} \Phi(t) \exp \left[i \hbar^{-1} S(\mathbf{x}, t)\right]= & \exp \left[i \hbar^{-1} S(\mathbf{x}, t)\right]\left\{\Phi ( t ) \left[\partial_{t} S\right.\right. \\
& +H(\mathbf{x}, \nabla S)]-i \hbar \hat{\pi} \Phi(t)\} \tag{18}
\end{align*}
$$

where $\hat{\pi}$ is the transfer operator

$$
\begin{equation*}
\hat{\pi}=\partial_{t}+m^{-1}\left(\langle\nabla S-\mathbf{A}, \nabla\rangle+\frac{1}{2} \Delta S-i \hbar \Delta\right) \tag{19}
\end{equation*}
$$

We now expand the right side of the formula (18) into its Taylor series in the neighborhood of the point $\mathbf{X}(t)$ [i.e., in powers of $\left.X_{i}-X_{i}(t)\right]$ up to the 4 th power inclusive, making use of the symmetry of the matrix $Q(t)$, of the Eqs. (11), (12), and of the equalities following from (6), (14)

$$
\nabla S=\mathbf{p}(t)+Q(t)(\mathbf{x}-\mathbf{x}(t))
$$

$$
\partial_{t} S=-H(t)+\langle\dot{\mathbf{p}}(t), \mathbf{x}-\mathbf{x}(t)\rangle-\langle\dot{\mathbf{x}}(t), Q(t)(\mathbf{x}-\mathbf{x}(t))\rangle
$$

$$
\begin{equation*}
+\frac{1}{2}(\mathbf{x}-\mathbf{x}(t), \dot{Q}(t)(\mathbf{x}-\mathbf{x}(t))\rangle \tag{20}
\end{equation*}
$$

As a result we have

$$
\begin{align*}
f_{0}\langle\mathbf{x}, t, \hbar)= & (6 m)^{-1} \Psi_{0}(\mathbf{x}, t, \hbar)\left[\sum _ { i j k } H _ { i j k } ( t ) ( x _ { i } - x _ { i } ( t ) ) \left(x_{j}\right.\right. \\
& -x_{j}(t)\left(x_{k}-x_{k}(t)\right)+\langle\mathbf{x}-\mathbf{x}(t), \\
& \left.D(\mathbf{x}-\mathbf{x}(t))\rangle+R_{4}(\mathbf{x}, t)\right] \\
H_{i j k}(t)= & \left\langle\partial_{x_{i}} \mathbf{A}(t), \partial_{x_{j}} \partial_{x_{k}} \mathbf{A}(t)\right\rangle+\left\langle\partial_{x_{j}} \mathbf{A}(t), \partial_{x_{i}} \partial_{x_{k}} \mathbf{A}(t)\right\rangle \\
& +\left\langle\partial_{x_{k}} \mathbf{A}(t), \partial_{x_{i}} \partial_{x_{j}} \mathbf{A}(t)\right\rangle+\sum_{n_{i}} \partial_{x_{i}}^{n_{1}} \partial_{x_{j}}^{n_{2}} \partial_{x_{k}}^{n_{3}} \\
& \times[m \phi(t)-\langle\dot{\mathbf{x}}(t), \mathbf{A}(t)\rangle] \tag{21}
\end{align*}
$$

where the sum over the $n_{i}$ is a sum over all sets of integer nonnegative numbers $n_{i}(i=1,2,3)$ satisfying the condition $n_{1}+n_{2}+n_{3}=3$. The elements of the matrix $D$ are determined by the relation

$$
\begin{equation*}
D_{i k}=\left\langle Q(t)(\mathbf{x}-\mathbf{x}(t)), \quad \partial_{x_{i}} \partial_{x_{k}} \mathbf{A}(t)\right\rangle \tag{22}
\end{equation*}
$$

The remainder term $R_{4}$ of the Taylor series is bounded by

$$
\begin{equation*}
\left|R_{4}(\mathbf{x}, t)\right| \leqslant C_{3}|\mathbf{x}-\mathbf{x}(t)|^{4} \tag{23}
\end{equation*}
$$

By integrating the square of the modulus of the expression (21) over the space $R^{3}$, taking into account the trivial integral

$$
\begin{equation*}
\int_{-\infty}^{\infty} x^{2 n} \exp \left(-x^{2} / \hbar\right) d x=\hbar^{n+1 / 2} \Gamma\left(n+\frac{1}{2}\right) \tag{24}
\end{equation*}
$$

and using smoothness of the potentials $\mathbf{A}, \phi$ and the KoshiBuniakovsky inequality, the proof of the theorem is obtained.

In conclusion we note that analogous results were obtained in Ref. 14 for a particular case of $\mathrm{A}=0, \phi=\phi(\mathbf{x})$.

## 4. EXCITED TCS

Let us denote the three-dimensional complex vectors that are the columns of thematrices $C(t)$ and $B(t)$ by $Z_{i}(t)$ and $W_{i}(t)(i=1,2,3)$, respectively. We introduce the "generalized" annihilation and creation operators

$$
\begin{align*}
& \hat{a}_{i}(t)=\left(2 \hbar \operatorname{Im} b_{i}\right)^{-1 / 2}\left(\left\langle\mathbf{z}_{i}(t), \hat{\mathbf{p}}\right\rangle-\left\langle\mathbf{W}_{i}(t), \mathbf{x}\right)\right), \\
& \hat{a}_{i}^{+}(t)=\left(2 \hbar \operatorname{Im} b_{i}\right)^{-1 / 2}\left(\left\langle\mathbf{x}_{i}^{*}(t), \hat{\mathbf{p}}\right\rangle-\left\langle\mathbf{W}_{i}^{*}(t), \mathbf{x}\right\rangle\right) \tag{25}
\end{align*}
$$

The basic properties of these operators

$$
\begin{equation*}
\left[\hat{a}_{i}, \hat{a}_{j}^{+}\right]=\delta_{i j}, \quad\left[\hat{a}_{i}, a_{j}\right]=\left[\hat{a}_{i}^{+}, \hat{a}_{j}^{+}\right]=0 \tag{26}
\end{equation*}
$$

can be checked by direct calculation. In the same simple way it is found that

$$
\begin{equation*}
\hat{a}_{i}(t) \Psi_{0}(\mathbf{x}, t, \hbar)=\alpha_{i}(t) \Psi_{0}(\mathbf{x}, t, \hbar) \tag{27}
\end{equation*}
$$

where the functions $\alpha_{i}(t)$, which are eigenvalues of the operators $a_{i}(t)$, are the simplectical scalar products ${ }^{13}$

$$
\begin{equation*}
\alpha_{i}(t)=\left(2 \hbar \operatorname{Im} b_{i}\right)^{-1 / 2}\left(\left\langle\mathbf{Z}_{i}(t), \mathbf{p}(t)\right\rangle-\left\langle\mathbf{W}_{i}(t), \mathbf{x}(t)\right\rangle\right) \tag{28}
\end{equation*}
$$

The statement that the operators $\hat{a}_{i}(t)$ and $\hat{a}_{i}^{+}(t)$ are symmetries of the Schrödinger equation (3) in the limit of $\hbar \rightarrow 0$ is somewhat less obvious. We shall take this statement to be true if the commutational relationships

$$
\begin{equation*}
\left[\hat{a}_{i}(t), L\right] \Psi=O\left(\hbar^{3 / 2}\right), \quad\left[\hat{a}_{i}^{+}, L\right] \Psi=O\left(\hbar^{3 / 2}\right) \tag{29}
\end{equation*}
$$

are satisfied over the set of approximate solutions of the Schrödinger equation

$$
\begin{equation*}
\Psi(\mathbf{x}, t, \hbar)=\phi(\mathbf{x}, t, \hbar) \exp \left[i \hbar^{-1} S(\mathbf{x}, t)\right] \tag{30}
\end{equation*}
$$

where $\phi(\mathbf{x}, t, h) \in P, P$ the set of polynominals in $\hbar^{-1 / 2}$
$[\mathbf{x}-\mathbf{x}(t)]$ with time-dependent coefficients.
From Eq. (18) it is easy to obtain

$$
\begin{align*}
\exp & {\left[-i \hbar^{-1} S(\mathbf{x}, t)\right] \hat{L} \exp \left[i \hbar^{-1} S(\mathbf{x}, t)\right] } \\
& =-i \hbar \hat{\pi}+\hat{O}\left(\hbar^{3 / 2}\right) \tag{31}
\end{align*}
$$

where $\hat{\pi}$ is defined by (19). Here and below we use the notation $\hat{O}\left(\hbar^{\alpha}\right)$ for any operator which, when applied to $\Phi \in P$, yields a vector with $L^{2}$-norm $O\left(\hbar^{\alpha}\right)$ when multiplied by $\exp \left[i \hbar^{-1} S(\mathbf{x}, t)\right]$ :

$$
\forall \Phi \in P: \| \exp \left[i \hbar^{-1} S(\mathbf{x}, t) \hat{O}\left(\hbar^{\alpha}\right) \Phi \|=O\left(\hbar^{\alpha}\right)\right.
$$

Further we have

$$
\begin{align*}
& \exp \left[-i \hbar^{-1} S(\mathbf{x}, t)\right] \hat{a}_{i}(t) \exp \left[i \hbar^{-1} S(\mathbf{x}, t)\right]=\hat{\Lambda}_{i}(t)+\alpha_{i}(t) \\
& \exp \left[-i \hbar^{-1} S(\mathbf{x}, t)\right] \hat{a}_{i}^{+}(t) \exp \left[i \hbar^{-1} S(\mathbf{x}, t)\right] \\
& \quad=\hat{\Lambda}_{i}^{+}(t)+\alpha_{i}^{*}(t) \tag{32}
\end{align*}
$$

Here $\alpha_{i}(t)$ is defined by the formula (28), while

$$
\begin{align*}
\hat{\Lambda}_{i}(t)= & \left(2 \hbar \operatorname{Im} b_{i}\right)^{-1 / 2}\left\langle\mathbf{Z}_{i}(t), \hat{\mathbf{p}}\right\rangle \\
\hat{\Lambda}_{i}^{+}(t)= & \left(2 \hbar \operatorname{Im} b_{i}\right)^{-1 / 2}\left(\left\langle\mathbf{Z}_{i}^{*}(t), \hat{\mathbf{p}}\right\rangle\right. \\
& \left.\quad-\left\langle\mathbf{W}_{i}^{*}(t)-Q(t) \mathbf{Z}_{i}^{*}(t), \mathbf{x}-\mathbf{x}(t)\right\rangle\right) . \tag{33}
\end{align*}
$$

As an example, we calculate the commutator $\left[\hat{a}_{i}^{+}(t)\right.$
$\left.-\alpha_{i}^{*}(t), \hat{L}\right]$, applied to the functions (30). Using (31)-(33) we have

$$
\begin{align*}
& {\left[\hat{a}_{i}^{+}(t)-\alpha_{i}^{*}(t), \hat{L}\right] \Psi} \\
& \quad=\exp \left[i \hbar^{-1} S(\mathbf{x}, t)\right]\left\{-i \hbar\left[\hat{\Lambda}_{i}(t), \hat{\pi}\right]\right. \\
& \left.\left.\quad+\left[\hat{\Lambda}_{i}^{+}(t), O\left(\hbar^{3 / 2}\right)\right]\right\} \phi(\mathbf{x}, t, \hbar)\right\} \tag{34}
\end{align*}
$$

The class of the functions $\phi(\mathbf{x}, t, n) \in P$ is invariant under the operators $\hat{\Lambda}(t), \hat{\Lambda}^{+}(t)$. Hence, it follows

$$
\left[\hat{\Lambda}_{i}^{+}(t), O\left(\hbar^{3 / 2}\right)\right]=\widehat{O}\left(\hbar^{3 / 2}\right)
$$

Hence, it would be enough to show that the commutator [ $\left.\hat{\Lambda}_{i}(t), \hat{\pi}\right]$ is an operator of type $\hat{O}\left(\hbar^{1 / 2}\right)$. By expanding this operator in a power series of $x-x(t)$ up to the 3 rd term inclusive, using (11), (12), and (20) we have required statement.

From the property (29) and the invariance of the $P$-class relative to the operators $\hat{a}_{i}^{+}(t), \hat{\Lambda}_{i}^{+}(t)$ it follows that the functions
$\Psi_{n_{i}}(\mathbf{x}, t, \hbar)=\prod_{i=1}^{3}\left(n_{i}!\right)^{-1 / 2}\left[\hat{a}_{i}(t)-\alpha_{i}^{*}(t)\right]^{n_{i}} \Psi_{0}(\mathbf{x}, t, \hbar \bar{\hbar})$
are approximate solutions of the Schrödinger equation with respect to $\bmod O\left(h^{3 / 2}\right)$.

## 5. BASIC PROPERTIES OF TCS

1. The set of the functions $\Psi_{n_{i}}(\mathbf{x}, t$, , $)$ is an orthonormal system. This statement is checked by the direct calculation.
2. The functions $\Psi_{n_{i}}(\mathbf{x}, t, \hbar)$ form a complete system. This analogy can be used to establish the completeness for the $\Psi_{n_{i}}$, which can now be proved by a word for word transcription of the corresponding standard proof for the completeness of the Hermitian functions $U_{n}(x)$,

$$
\begin{align*}
& U_{n}(x)=C_{n} \exp \left(-x^{2} / 2\right) H_{n}(x), \quad H_{n}(x)=2^{n}\left(b^{+}\right)^{n} \Phi_{0} \\
& 2 b=\frac{d}{d x}+2 x, \quad \Phi_{0}=1 \tag{36}
\end{align*}
$$

Using the relations (32) and (33) the functions $\Psi_{n_{i}}(\mathbf{x}, t, \hbar)$ can be represented in the form

$$
\begin{equation*}
\Psi_{n_{i}}(\mathbf{x}, t, \hbar)=C_{n} \Psi_{0}(\mathbf{x}, t, \hbar) \prod_{i}\left[\hat{\Lambda}_{i}^{+}(t)\right]^{n_{i}} \Phi_{0}, \quad \Phi_{0}=1 . \tag{37}
\end{equation*}
$$

Thus the $\Psi_{n_{i}}(\mathbf{x}, t, \boldsymbol{\hbar})$ constitute a three-dimensional generalization of the Hermitian functions $U_{n}$. The completeness relation may be established now by the method that is a word for word repetition of the corresponding calculations for oscillator functions.
3. The quantum-mechanical means $\overline{\mathbf{X}}$ and $\overline{\mathbf{P}}$ calculated by functions $\Psi_{n_{i}}(\mathbf{x}, t, \boldsymbol{h})$ don't depend on $n_{i}$ and coincide (exactly) with $\mathbf{x}(t)$ and $\mathbf{p}(t)$. One may easily check this property by direct calculation. Thus $\mathbf{x}(t)$ is the center of the wave packet $\Psi_{n_{i}}(\mathbf{x}, t, \hbar)$. By analogy, $\mathbf{p}(t)$ is a center of the wave packet $\Psi_{n_{i}}(\mathbf{p}, t, \hbar)$ of the TCS in $p$-representation. The form and properties of the functions $\Psi_{n_{i}}(\mathbf{p}, t, n)$ are determined by the form and properties of the functions $\Psi_{n_{i}}(\mathbf{x}, t, \hbar)$ with the substitutions
$\mathbf{x} \leftrightarrow \mathbf{p}, \quad \mathbf{x}(t) \leftrightarrow \mathbf{p}(t), \quad C(t) \rightarrow-B(t), \quad B(t) \rightarrow C(t)$.
4. In case the operator $H(x, p)$ is a quadratic function in the coordinates and momenta, with coefficients that are arbitrary functions of time, the TCS are exact solutions of the Schrödinger equations, and $\hat{a}_{i}(t)$ and $\hat{a}_{i}^{+}(t)$ are exact symmetries of this equation.
5. Quasiclassical trajectory-coherent states of a spinless relativistic particle in an arbitrary electromagnetic field.

Now we construct trajectory-coherent states for the Klein-Gordon equation describing the motion of a spinless relativistic charged particle in an arbitrary electromagnetic field. This equation, in view of the above notation, has the following form:

$$
\begin{equation*}
\left[\left(i \hbar \partial_{t}-e \phi\right)^{2}-(i c \hbar \nabla-e \mathbf{A})^{2}-m^{2} c^{4}\right] \Psi=0 \tag{39}
\end{equation*}
$$

Here, the electromagnetic field potentials $\mathbf{A}$ and $\phi$ are taken in the Lorentz gauge $\partial_{t} \phi+C \operatorname{div} \mathbf{A}=0$.

Let us denote by $\Psi_{+}(\mathbf{x}, t)$ a positive-frequency normalized solution of the Schrödinger-type equation
$\hat{L}_{+} \Psi_{+}=0, \hat{L}_{+}=i \hbar \partial_{t}-\hat{H}(\mathbf{x}, \mathbf{p}, t), \int \Psi_{+}^{*} \Psi_{+} d^{3} x=1$,
where, in difference with Sec. 2, the pseudodifferential operator $\hat{H}(\mathbf{x}, \mathbf{p}, t)$, that is a nonlocal " $\hbar^{-1}$, " is defined by the formula

$$
\begin{align*}
& \hat{H}(\mathbf{x}, \mathbf{p}, t) \Psi_{+}(\mathbf{x}, t) \\
& =(2 \pi \hbar)^{-3 / 2} \int \exp \left[i \hbar^{-1}\langle\mathbf{x}, \mathbf{p}\rangle\right] H(\mathbf{x}, \mathbf{p}, t) \tilde{\Psi}_{+}(\mathbf{p}, \hbar, t) d^{3} p \tag{41}
\end{align*}
$$

Here $\tilde{\Psi}_{+}(\mathbf{p}, \hbar, t)$ is a " $\hbar^{-1}$ " Fourier transform for the function $\tilde{\Psi}_{+}(\mathbf{x}, t)$, that is

$$
\begin{align*}
& \tilde{\Psi}_{+}(\mathbf{p}, \hbar, t) \\
& \quad=(2 \pi \hbar)^{-3 / 2} \int \exp \left[-i \hbar^{-1}(\mathbf{x}, \mathbf{p}\rangle\right] \Psi_{+}(\mathbf{x}, t) d^{3} x \tag{42}
\end{align*}
$$

The function $H(\mathbf{x}, \mathbf{p}, t)$ is a classical relativistic Hamiltonian function

$$
\begin{align*}
& H(\mathbf{x}, \mathbf{p}, t)=e \phi(\mathbf{x}, t)+\epsilon_{+}(\mathbf{x}, \mathbf{p}, t) \\
& \epsilon_{+}(\mathbf{x}, \mathbf{p}, t)=\left([c \mathbf{p}-e \mathbf{A}(\mathbf{x}, t)]^{2}+m^{2} c^{4}\right)^{1 / 2} \tag{43}
\end{align*}
$$

We suppose the general solution $\mathbf{x}(t)$ and $\mathbf{p}(t)$ of the classical Lorentz equations to be known. In the Hamiltonian form, these equations coincide with Eqs. (2) with Hamiltonian (43). We furthermore introduce the matrix $\mathscr{H}(\mathbf{x}, \mathbf{p})$ analogous to the matrix (4). The block elements of this matrix calculated in the points of the classical relativistic trajectory defined by $\mathbf{x}(t)$ and $\mathbf{p}(t)$ have now the form

$$
\begin{align*}
\left(H_{p x}(t)\right)_{i j}= & \left(H_{x p}(t)\right)_{j i}^{*}=\left[e \dot{x}_{i}\left\langle\mathbf{x}(t), \nabla_{x} A_{j}(t)\right\rangle-e c^{2} \partial_{x_{j}} A_{i}(t)\right] \\
& \times\left[c \epsilon_{+}(t)\right]^{-1}, \\
\left(H_{x x}(t)\right)_{i j}= & e\left[c^{2} \epsilon_{+}(t) \partial_{x_{i}} \partial_{x_{j}} \phi(t)+e c^{2}\left\langle\partial_{x_{i}} \mathbf{A}(t), \partial_{x_{j}} \mathbf{A}(t)\right\rangle\right. \\
& -c \epsilon_{+}(t)\left\langle\mathbf{x}(t), \partial_{x_{i}} \partial_{x_{j}} \mathbf{A}(t)\right\rangle-e\left\langle\dot{\mathbf{x}}(t), \partial_{x_{i}} \mathbf{A}(t)\right\rangle \\
& \left.\times\left\langle\dot{\mathbf{x}}(t), \partial_{x_{j}} \mathbf{A}(t)\right\rangle\right]\left[c^{2} \epsilon_{+}(t)\right]^{-1}, \\
\left(H_{p p}(t)\right)_{i j}= & {\left[c^{2} \delta_{i j}-\dot{x}_{i}\left(t \mid \dot{x}_{j}(t)\right] \epsilon_{+}^{-1}(t)\right.} \tag{44}
\end{align*}
$$

Here $\epsilon_{+}(t)=\epsilon_{+}(\mathbf{x}(t), \mathbf{p}(t), t)$. Solving the set of equations (8) with the matrix (44) we construct the normalized vacuum relativistic TCS solution of WKB type $\Psi_{+0}(\mathbf{x}, t, \hbar)$ as follows:

$$
\begin{align*}
& \Psi_{+0}(\mathbf{x}, t, \hbar)=N(\hbar) \Phi(t) \exp \left[i \hbar^{-1} S_{+}(\mathbf{x}, t)\right]  \tag{45}\\
& N(\hbar)=\left[(\pi \hbar)^{-3} \operatorname{Im} b_{1} \operatorname{Im} b_{2} \operatorname{Im} b_{3}\right]^{1 / 4}
\end{align*}
$$

Here the relativistic complex phase $S_{+}(\mathbf{x}, t)$ differs from (14) and is defined by the formula

$$
\begin{align*}
S_{+}(\mathbf{x}, t)= & \int_{0}^{t} \mathscr{L}(\mathbf{x}(t), \dot{\mathbf{x}}(t), t) d t+\langle\mathbf{p}(t), \mathbf{x}-\mathbf{x}(t)\rangle \\
& +\frac{1}{2}\langle\mathbf{x}-\mathbf{x}(t), Q(t)(\mathbf{x}-\mathbf{x}(t))\rangle \tag{46}
\end{align*}
$$

where $\mathscr{L}$ is the relativistic Lagrangian on the trajectory

$$
\begin{align*}
\mathscr{L}(\mathbf{x}, \dot{\mathbf{x}}, t)= & -m c^{2}\left(1-\beta^{2}\right)^{1 / 2}-e[\phi(t) \\
& \left.-c^{-1}\langle\dot{\mathbf{x}}, \mathbf{A}(t)\rangle\right], \quad c \boldsymbol{\beta}=\dot{\mathbf{x}} . \tag{47}
\end{align*}
$$

The amplitude $\Phi(t)$ and the matrix $O(t)$ are defined in Sec. 3 .
Relations (25) introduce the annihilation and creation operators that are constructed by the formulas (35). $\Psi_{+n_{k}}(\mathbf{x}, t, \hbar)$ are excited relativistic TCS's. The precision with which the relativistic TCS constructed satisfy equation $(40)$ is defined by the theorem from Sec. 3. The operator $\hat{L}_{+}$
on the solutions (45) can be estimated in the norm $L_{2}\left(R^{3}\right)$ as follows

$$
\begin{equation*}
\left\|\hat{L}_{+} \Psi_{+n_{k}}\right\| \leqslant R \hbar^{3 / 2}, \tag{48}
\end{equation*}
$$

where the constant $R$, analogous to $C_{1}$ from (17), depends linearly on the maximum, with respect to $t \in[0, T]$, of the second-order derivatives of electromagnetic field potentials derived for the points of the classical relativistic trajectory.

The relativistic TCS's constructed here satisfy the original Klein-Gordon equation (39) with the accuracy $h^{3 / 2}$ at $\hbar \rightarrow 0$, the probability density for Eq. (39) on the approximate solutions being, accurate up to the members $O(\sqrt{\hbar})$,

$$
\begin{equation*}
\rho=\gamma \epsilon_{+}(t)\left|\Psi_{+n_{k}}\right|^{2}, \quad \gamma=\text { const }>0 \tag{49}
\end{equation*}
$$

and from this it follows that $\rho>0$.
It is interesting to note that, in difference with the nonrelativistic case, the TCS's constructed here are not exact solutions even in the case of stationary uniform fields or for a free particle. The well-known exact coherent states of a relativistic electron ${ }^{7}$ are partially coherent and can be obtained by the complex germ method on the basis of the complex Hamiltonian formalism for narrow beams; however, this de-
viates from the framework of this paper.
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#### Abstract

We study a mathematical structure of the Ohm-Navier-Stokes system that describes the incompressible dissipative evolution of a plasma. We apply the nonlinear semigroup theory and construct a unique regular solution which satisfies the system at least locally-in-time. We show that, for small initial data, this solution solves the system globally-in-time. We also introduce another scheme to construct solutions for less regular initial data.


PACS numbers: $52.30 .+\mathrm{r}, 52.55 . \mathrm{Ke}, 02.30 .-\mathrm{f}$

## I. INTRODUCTION

The dynamics of magnetically confined plasmas are attracting strong interest, especially in their relation to nuclear fusion technology.' Here we discuss an analytical structure of the following Ohm-Navier-Stokes system that describes incompressible dissipative dynamics of a magnetofluid. ${ }^{2.3}$ We consider the initial-boundary-value problem of the system (see Sec. II)
$\partial_{t} \mathbf{B}=\left(\eta / \mu_{0}\right) \triangle \mathbf{B}+\nabla \times(\mathbf{v} \times \mathbf{B}), \quad \boldsymbol{\nabla} \cdot \mathbf{B}=0$,
$\partial_{t} \mathbf{v}=v \triangle \mathbf{v}-(\mathbf{v} \cdot \nabla) \mathbf{v}+\left[(\nabla \times \mathbf{B}) \times \mathbf{B} / \mu_{0}-\nabla p\right] / \rho, \quad \nabla \cdot \mathbf{v}=0$,
where $\mathbf{B}$ is the magnetic flux density, $v$ is the macroscopic fluid velocity, $p$ is the thermal pressure; $\eta$ is the resistivity, $v$ is the kinematic viscosity, $\rho$ is the mass density, and $\mu_{0}$ is the vacuum permeability. We assume $\eta, v$, and $\rho$ are constants. This system is closed because it is decoupled with the mass and energy (entropy) equations, since we assume the incompressibility of the fluid. Since we consider temporally homogeneous boundary conditions for $\mathbf{B}$ and $\mathbf{v}[\operatorname{see}(2.5)$ and (2.6)], this system is autonomous.

In this paper we apply the semigroup theory in functional analysis and construct regular solutions of the $\mathrm{Ohm}-$ Navier-Stokes system. For an autonomous system, the solution with initial value $u_{0}$, if it exists uniquely, can be written as $T(t) u_{0}$ and the solution operator $T(t)(t \geqslant 0)$ has the semigroup property $T(t) \cdot T(s)=T(t+s)(t, s \geqslant 0), T(0)=I$ (identity operator). The semigroup theory studies the existence and analytical property of semigroups. The idea for this theory comes from the concept of Laplace transformation that is a tool used to solve autonomous ordinary differential equations. Therefore, to study autonomous systems it seems natural to apply the semigroup theory. A nonlinear theory for semigroups in Hilbert space has been developed by K $\bar{o}-$ mura ${ }^{4,5}$; see the Appendix. We apply this theory to construct solutions of the Ohm-Navier-Stokes system. This nonlinear semigroup theory has been applied to the usual NavierStokes system in Ref. 6. We will see, in Sec. IV, that the Ohm-Navier-Stokes system has a mathematical analogy with the usual Navier-Stokes system. The analogy is useful to analyze the Ohm-Navier-Stokes system. We introduce, in Sec. VI, another method which is analogous to that in Refs. 7-9, and construct solutions for less regular initial data.

[^11]We refer the reader to Ref. 10 for the pioneering mathematical contributions to the $\mathrm{Ohm}-\mathrm{Navier}-\mathrm{St}$ tokes system. The present theory improves on the following points. The nonlinear semigroup approach in Sec . $V$ gives a simple proof of the existence. The second method (Sec. VI) improves on the regularity assumption for the initial data. We allow the existence of an externally applied stationary magnetic field. For other contributions see Refs. 11 and 12 and Remark 7.2.

Our results concerned with the Ohm-Navier-Stokes system read: There exists a unique regular solution at least locally-in-time (Theorems 5.1 and 6.1 ). If the initial value is sufficiently small, the solution solves the system globally-intime (Theorems 5.2 and 6.1).

## II. PHYSICAL BACKGROUND

Let us consider an incompressible plasma with finite resistivity and viscosity, which is contained in a bounded domain $\Omega\left(\subset \mathbf{R}^{3}\right)$ surrounded by a perfectly conducting smooth wall $\partial \Omega$. We describe its magnetohydrodynamic evolution by the self-consistent macroscopic model

$$
\begin{align*}
& \mathbf{E}=\eta \mathbf{j}-\mathbf{v} \times \mathbf{B},  \tag{2.1}\\
& \partial_{t} \mathbf{v}=v \triangle \mathbf{v}-(\mathbf{v} \cdot \boldsymbol{\nabla}) \mathbf{v}+(\mathbf{j} \times \mathbf{B}-\nabla p) / \rho, \quad \nabla \cdot \mathbf{v}=0 . \tag{2.2}
\end{align*}
$$

Here, $\mathbf{E}$ is the electric field, $\mathbf{B}$ is the magnetic flux density with $\nabla \cdot \mathbf{B}=0, \mathrm{j}$ is the current density. We assume $\eta, v$, and $\rho$ are constants. Equations (2.1) and (2.2) are, respectively, Ohm's law and the Navier-Stokes system with the $\mathbf{j} \times \mathbf{B}$ force.

When we combine Ohm's law (2.1) with Faraday's law,

$$
\begin{equation*}
\partial_{t} \mathbf{B}=-\nabla \times \mathbf{E} \tag{2.3}
\end{equation*}
$$

we get

$$
\begin{equation*}
\partial_{\imath} \mathbf{B}=\left(\eta / \mu_{0}\right) \triangle \mathbf{B}+\nabla \times(\mathbf{v} \times \mathbf{B}) . \tag{2.4}
\end{equation*}
$$

Here we use $\mathbf{j}=\mu_{0}^{-1} \nabla \times \mathbf{B}$, Ampere's law with the displacement current neglected.

We will now discuss boundary conditions. The perfect conductivity of the wall implies

$$
\begin{equation*}
\mathbf{E} \times \mathbf{n}=\mathbf{0} \quad \text { on } \partial \Omega, \tag{2.5}
\end{equation*}
$$

where $\mathbf{n}$ is the normal vector to the wall $\partial \Omega$. For $\mathbf{v}$, we have the adherence boundary condition

$$
\begin{equation*}
\mathbf{v}=0 \quad \text { on } \partial \Omega \tag{2.6}
\end{equation*}
$$

Let us derive boundary conditions for B. Equation (2.1) with (2.5) and (2.6) implies

$$
\begin{equation*}
(\boldsymbol{\nabla} \times \mathbf{B}) \times \mathbf{n}=\mathbf{0} \quad \text { on } \partial \Omega . \tag{2.7}
\end{equation*}
$$

We get from (2.3) and (2.5)

$$
\begin{equation*}
\mathbf{B} \cdot \mathbf{n}=g(\mathbf{x}) \quad \text { on } \partial \Omega, \tag{2.8}
\end{equation*}
$$

where $g(\mathbf{x})$ is a certain function independent of time.
To homogenize the boundary condition (2.8) we write

$$
\mathbf{B}=\mathbf{B}_{p}+\mathbf{B}_{\mathrm{ex}}
$$

where $\mathbf{B}_{p}$ and $\mathbf{B}_{\mathrm{ex}}$ are uniquely defined by
$\mathbf{B}_{p}=\boldsymbol{\nabla} \times \mathbf{A} \quad$ in $\Omega, \quad \mathbf{A} \times \mathbf{n}=\mathbf{0} \quad$ and $\mathbf{B}_{p} \cdot \mathbf{n}=0 \quad$ on $\partial \Omega$,
$\boldsymbol{\nabla} \times \mathbf{B}_{\text {ex }}=\mathbf{0} \quad$ in $\Omega, \quad \mathbf{B}_{\text {ex }} \cdot \mathbf{n}=g(\mathbf{x}) \quad$ on $\partial \Omega$.
This expression is called the Hodge-Kodaira decomposition for divergence-free fields; see Theorem 7.8.1 (b) in Ref. 13. Physically, $\mathbf{B}_{\mathrm{ex}}$ is the externally applied stationary flux density which is interpreted as a given function, and $\mathbf{B}_{p}$ is the remaining part, the flux density related to the plasma current density $\left(\mathbf{j}=\mu_{0}^{-1} \boldsymbol{\nabla} \times \mathbf{B}_{p}\right)$.

Remark 2.1: We postulate the boundary value $g(\mathbf{x})$ is smooth ( $C^{\infty}$-class). It then follows that $\mathbf{B}_{\text {ex }}$ is smooth (cf. Sec. 6.3 in Ref. 13).

In summary, we consider the initial-boundary-value problem for the system

$$
\begin{equation*}
\partial_{t} \mathbf{B}_{p}=\left(\eta / \mu_{0}\right) \triangle \mathbf{B}_{p}+\nabla \times\left[\mathbf{v} \times\left(\mathbf{B}_{p}+\mathbf{B}_{\mathrm{ex}}\right)\right], \quad \nabla \cdot \mathbf{B}_{p}=0, \tag{2.9}
\end{equation*}
$$

$\partial_{1} \mathbf{v}=v \triangle \mathbf{v}-(\mathbf{v} \cdot \nabla) \mathbf{v}$

$$
\begin{equation*}
+\left[\left(\nabla \times \mathbf{B}_{p}\right) \times\left(\mathbf{B}_{p}+\mathbf{B}_{\mathrm{ex}}\right) / \mu_{0}-\nabla p\right] / \rho, \tag{2.10}
\end{equation*}
$$

$\boldsymbol{\nabla} \cdot \mathbf{v}=0$,
with boundary conditions

$$
\begin{align*}
& \mathbf{B}_{\rho} \cdot \mathbf{n}=0, \quad\left(\boldsymbol{\nabla} \times \mathbf{B}_{\rho}\right) \times \mathbf{n}=\mathbf{0} \quad \text { on } \partial \Omega,  \tag{2.11}\\
& \mathbf{v}=\mathbf{0} \quad \text { on } \partial \Omega .
\end{align*}
$$

Let us address the system (2.9), (2.10) as the Ohm-NavierStokes system (ONS for short).

## III. MATHEMATICAL FORMULATION

We interpret ONS as an evolution equation that is an ordinary differential equation in a function space. We begin with recalling some fundamental function spaces and operators.

We first give an operator-theoretic interpretation of the dissipative terms in ONS. Let $L^{2}(\Omega)$ denote the Hilbert space of square-integrable vector functions on $\Omega$. We denote by $H^{m}(\Omega)$ the Sobolev space of vector functions which are in $L^{2}(\Omega)$ together with all their derivatives of order $\leqslant m$. We define the Laplace operator $\mathscr{L}_{1}$ in $L^{2}(\Omega)$ with boundary condition (2.11) by

$$
\mathscr{L}_{1}=-\left(\boldsymbol{\eta} / \mu_{0}\right) \triangle
$$

with domain
$D\left(\mathscr{L}_{1}\right)=\left\{\mathbf{B}_{p} \in H^{2}(\boldsymbol{\Omega}) ;\left(\nabla \times \mathbf{B}_{p}\right) \times \mathbf{n}=\mathbf{0}, \mathbf{B}_{p} \cdot \mathbf{n}=0\right.$ on $\left.\partial \Omega\right\}$.
The operator $-\mathscr{L}_{1}$ describes the dissipation of the magnetic field energy. We next define the Stokes operator associated with the dissipation of the kinetic energy of fluid motion. Let $H_{\sigma}$ be the closure in $L^{2}(\Omega)$ of smooth divergence-free vector fields with compact support in $\Omega$. Obviously, $H_{\sigma}$ is a closed subspace of $L^{2}(\Omega)$. Let $\mathscr{P}$ denote the orthogonal projector in $L^{2}(\Omega)$ onto $H_{\sigma}$. The Stokes operator $\mathscr{L}_{2}$ is defined by

$$
\mathscr{L}_{2}=-v \mathscr{P} \triangle
$$

with domain

$$
D\left(\mathscr{L}_{2}\right)=\left\{\mathbf{v} \in H^{2}(\Omega) ; \mathbf{v}=0 \text { on } \partial \Omega\right\} \cap H_{\sigma}
$$

To eliminate $\nabla p$ in the Navier-Stokes system ${ }^{14}$ we apply $\mathscr{P}$ to (2.10), and we have

$$
\begin{align*}
\partial_{t} \mathbf{v}= & -\mathscr{L}_{2} \mathbf{v}-\mathscr{P}(\mathbf{v} \cdot \boldsymbol{\nabla}) \mathbf{v} \\
& +\mathscr{P}\left[\left(\boldsymbol{\nabla} \times \mathbf{B}_{p}\right) \times\left(\mathbf{B}_{p}+\mathbf{B}_{\mathbf{e x}}\right) / \mu_{0} \rho\right] . \tag{3.1}
\end{align*}
$$

We consider ONS in a Hilbert space $H=L^{2} \times H_{\sigma}$ endowed with an inner product

$$
\begin{aligned}
& \left\langle u, u^{\prime}\right\rangle:=\int_{\Omega}\left(\mu_{0}^{-1} \mathbf{B}_{p} \cdot \mathbf{B}_{p}^{\prime}+\rho \mathbf{v} \cdot \mathbf{v}^{\prime}\right) d \mathbf{x}, \\
& \mathbf{u}=\binom{\mathbf{B}_{p}}{\mathbf{v}}, \quad u^{\prime}=\binom{\mathbf{B}_{p}^{\prime}}{\mathbf{v}^{\prime}} \in H .
\end{aligned}
$$

We denote by $\|u\|$ the norm ${ }^{15}$ of $u$ in $H$. To simplify the notation we introduce a bilinear operator
$b\left(\binom{\mathbf{X}}{\mathbf{Y}},\binom{\mathbf{X}^{\prime}}{\mathbf{Y}^{\prime}}\right)=\binom{\boldsymbol{\nabla} \times\left(\mathbf{Y}^{\prime} \times \mathbf{X}\right)}{-\mathscr{P}(\mathbf{Y} \cdot \boldsymbol{\nabla}) \mathbf{Y}^{\prime}+\mathscr{P}\left[\left(\boldsymbol{\nabla} \times \mathbf{X}^{\prime}\right) \times \mathbf{X}\right] / \mu_{0} \rho}$
for vector fields $\mathbf{X}, \mathbf{Y}, \mathbf{X}^{\prime}, \mathbf{Y}^{\prime}$. Now ONS [(2.9) and (3.1)] reads an evolution equation ${ }^{14}$ in $H$

$$
\begin{aligned}
& \frac{d u}{d t}=-\mathscr{L} u+\mathscr{A} u \quad(t \geqslant 0), \quad u(0)=u_{0}=\binom{\mathbf{B}_{p 0}}{\mathbf{v}_{0}} \\
& \mathscr{L} u:=\left(\begin{array}{cc}
\mathscr{L}_{1} & 0 \\
0 & \mathscr{L}_{2}
\end{array}\right)\binom{\mathbf{B}_{p}}{\mathbf{v}}, \\
& \mathscr{A} u:=b(u, u)+b\left(u_{\mathrm{ex}}, u\right),
\end{aligned}
$$

where

$$
u=\binom{\mathbf{B}_{p}}{\mathbf{v}}, \quad u_{\mathrm{ex}}=\binom{\mathbf{B}_{\mathrm{ex}}}{\mathbf{0}}
$$

and $d u / d t$ denotes the strong derivative of $u$. The condition $\boldsymbol{\nabla} \cdot \mathbf{v}=0$ in (2.10) is implicitly included in (3.2), while $\boldsymbol{\nabla} \cdot \mathbf{B}=0$ in (2.9) is dropped in (3.2). However, if initial value $B_{p 0}$ satisfies a compatibility condition $\nabla \cdot \mathbf{B}_{p 0}=0$, the first equation in (2.9) implies $\boldsymbol{\nabla} \cdot \mathbf{B}_{p}=0$.

## IV. PRELIMINARY LEMMAS

We prepare some fundamental lemmas concerning operators $\mathscr{L}_{1}, \mathscr{L}_{2}$ and the nonlinear term in (3.2).

Lemma 4.1: The linear operators $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ are positive self-adjoint operators in $L^{2}(\Omega)$ and $H_{\sigma}$, respectively. Consequently, $\mathscr{L}$ is a positive self-adjoint operator in $H$, and we can define the power $\mathscr{L}^{\alpha}$ of $\mathscr{L}$ for every $\alpha \in \mathbf{R}$.

This can be easily proved by the standard argument (cf. Chap. 7 in Ref. 16 and Lemma 1 in Ref. 7).

Lemma 4.2: We have

$$
\left\langle b\left(u, w_{1}\right), w_{2}\right\rangle=-\left\langle b\left(u, w_{2}\right), w_{1}\right\rangle
$$

for $u, w_{1}, w_{2} \in H$ as far as the both sides are well defined. In particular we have $\langle\mathscr{N} u, u\rangle=0$.

See, for example, Sec. 6.2 in Ref. 11 and Chap. II, Lemma 1.3 in Ref. 17.

We have the following estimates for the nonlinear term (cf. Ref. 7 and Ref. 9).

Lemma 4.3: For $\delta, 0 \leqslant \delta<\frac{5}{4}$ the estimate
$\left\|\mathscr{L}^{-\delta} b(u, w)\right\| \leqslant C\left(\left\|\mathscr{L}^{\theta} u\right\|\left\|\mathscr{L}^{\rho} w\right\|+\left\|\mathscr{L}^{\rho} u\right\|\left\|\mathscr{L}^{\theta^{\prime}} w\right\|\right)$
holds with a constant $C$ independent of $u$ and $w$, if

$$
\begin{aligned}
& \delta+\theta+\rho \geqslant \frac{5}{4}, \quad \delta+\theta^{\prime}+\rho^{\prime} \geqslant \frac{5}{4}, \quad \theta, \theta^{\prime}>0, \quad \rho, \rho^{\prime}>0, \\
& \rho+\delta>\frac{1}{2}, \rho^{\prime}+\delta>\frac{1}{2} .
\end{aligned}
$$

This follows from Hölder's inequality, Sobolev's inequality, and the regularity property of $\mathscr{L}^{\alpha}$.

An energy estimate follows from Lemmas 4.1 and 4.2.
Lemma 4.4: For a regular solution of (3.2) we have the energy equality

$$
\frac{d}{d t}\|u\|^{2}+2\left\|\mathscr{L}^{1 / 2} u\right\|^{2}=0
$$

The above-mentioned lemmas show mathematical analogy of ONS with the usual Navier-Stokes system.

## V. NONLINEAR SEMIGROUP SOLUTIONS

We will construct a regular solution of ONS, using the nonlinear semigroup theory established by Kōmura. ${ }^{4.5}$ Most of our argument is similar to that in Ref. 6, so we omit the detail. To apply the general theory of nonlinear semigroups (see the Appendix) we first truncate the nonlinear operator $\mathscr{N}$. The general theory gives a unique and global-in-time regular solution of the truncated system. Then we check whether this solution satisfies the original ONS.

We consider a truncated operator as follows. Let $\psi_{M}(s)$ $(s \geqslant 0)$ denote a cut function such that

$$
\psi_{M}(s)= \begin{cases}1, & 0 \leqslant s \leqslant M^{\prime}=M / 2 \\ 2-s / M^{\prime}, & M^{\prime}<s<M \\ 0, & M \leqslant s\end{cases}
$$

Let $\Psi_{M}(u)$ denote $\psi_{M}\left(\left\|\mathscr{L}^{1 / 2} u\right\|\right)$. We define the truncated operator $\mathscr{B}_{M}$ by

$$
\mathscr{B}_{M} u=-\mathscr{L} u+\Psi_{M}(u) \mathscr{N} u, \quad D\left(\mathscr{B}_{M}\right)=D(\mathscr{L}) .
$$

This $\mathscr{B}_{M}$ is well defined because Lemma 4.3 implies that $\mathscr{N} u$ belongs to $H$ if $u$ is in $D(\mathscr{L})$.

Because we have truncated the nonlinear term, we can prove, just like Lemma 2.1, in Ref. 6, that

$$
\left\langle\left(\mathscr{B}_{M}-\omega I\right) u-\left(\mathscr{B}_{M}-\omega I\right) u^{\prime}, u-u^{\prime}\right\rangle \leqslant 0
$$

for all $u, u^{\prime} \in D\left(\mathscr{B}_{M}\right)$ with $\omega=\omega(M):=c\left(M+\left\|\mathscr{L}^{1 / 2} u_{\mathrm{ex}}\right\|\right)^{4}$ for some constant $c=c(\Omega)$; here we use Lemmas 4.1-4.3. In other words, $\mathscr{B}_{M}-\omega I$ is dissipative in $H$.

We see the stationary problem

$$
u-\lambda\left(\mathscr{B}_{M}-\omega I\right) u=f
$$

is solvable for all $f \in H, \lambda>0$; see Lemma 2.2 in Ref. 6. Such a dissipative operator $\mathscr{B}_{M}-\omega I$ is called hyperdissipative. Summarizing our results, we have

Lemma 5.1: The operator $\mathscr{B}_{M}-\omega(M) I$ is hyperdissipative in $H$.

Applying the nonlinear semigroup theory, we solve the evolution equation $d u / d t=\mathscr{B}_{M} u$.

Proposition 5.1: The operator $\mathscr{B}_{M}$ generates the nonlin-
ear semigroup $T_{M}(t)$ in $H$. The function $u(t)=T_{M}(t) u_{0}$ for $u_{0} \in D\left(\mathscr{B}_{M}\right)$ is absolutely continuous in $t \geqslant 0$ with value in $H$. Moreover $u(t)$ uniquely and globally solves the truncated system

$$
\frac{d u}{d t}=\mathscr{B}_{M} u \quad(\text { a.e. } t \geqslant 0), \quad u(0)=u_{0}
$$

For $T_{M}(t) u_{0}$ we have an estimate

$$
\begin{gather*}
\left.\left\|\mathscr{B}_{M} T_{M}(t) u_{0}\right\| \leqslant e^{(\omega) M}(t)-s\right)\left\|\mathscr{B}_{M} T_{M}(s) u_{0}\right\|, \\
\text { a.e. } t \geqslant s \geqslant 0 . \tag{5.1}
\end{gather*}
$$

This $u(t)$ solves the Ohm-Navier-Stokes system (3.2) at least locally-in-time, provided that $M$ is sufficiently large.

Theorem 5.1: We can choose $M^{\prime}(=M / 2)$ such that $M^{\prime 2}>\left\|\mathscr{B}_{M} u_{0}\right\|\left\|u_{0}\right\|$. There is a constant $T \geqslant T_{0}=\omega(M)^{-1}$ $\times \log \left(M^{\prime 2} /\left\|\mathscr{B}_{M} u_{0}\right\|\left\|u_{0}\right\|\right)$ such that, for $t \in[0, T]$, $u(t)=T_{M}(t) u_{0}$ solves the Ohm-Navier-Stokes system

$$
\begin{equation*}
\frac{d u}{d t}=-\mathscr{L} u+\mathscr{A} u \quad(\text { a.e. } t \geqslant 0), \quad u(0)=u_{0} \in D(\mathscr{L}) . \tag{5.2}
\end{equation*}
$$

The proof is similar to the proof of Theorem 4.1 in Ref. 6. Since this proof is so easy, we give it here for the reader's convenience.

Proof: It suffices to prove $\left\|\mathscr{L}^{1 / 2} u(t)\right\| \leqslant M^{\prime}$ (a.e. $\left.t, 0 \leqslant t \leqslant T_{0}\right)$. Since $\langle\mathscr{A} u, u\rangle=0$ (Lemma 4.2), we see

$$
\begin{equation*}
\left\|\mathscr{L}^{1 / 2} u\right\|^{2}=\langle\mathscr{L} u, u\rangle=\left|\left\langle\mathscr{B}_{M} u, u\right\rangle\right| \leqslant\left\|\mathscr{B}_{M} u\right\|\|u\| . \tag{5.3}
\end{equation*}
$$

The estimate (5.1) gives

$$
\left.\left\|\mathscr{B}_{M} u(t)\right\| \leqslant e^{\tau(M) t}\left\|\mathscr{B}_{M} u_{0}\right\| \quad \text { (a.e. } t \geqslant 0\right) .
$$

On the other hand, the energy equality Lemma 4.4 yields

$$
\begin{equation*}
\|u(t)\| \leqslant\left\|u_{0}\right\| \quad(t \geqslant 0) . \tag{5.4}
\end{equation*}
$$

Combine the above three estimates to get

$$
\left\|\mathscr{L}^{1 / 2} u(t)\right\|^{2} \leqslant e^{t(\mathcal{M}) t}\left\|\mathscr{B}_{M} u_{0}\right\|\left\|u_{0}\right\| \quad \text { (a.e. } t \geqslant 0 \text { ). }
$$

Therefore we have obtained the desired result.
We now discuss the global existence for small initial data.

Theorem 5.2: Choose $M^{\prime}(=M / 2)$ as in Theorem 5.1. Then there is a positive constant $\epsilon=\epsilon(M, \Omega)$ such that, if $\left\|\mathscr{L}^{1 / 2} u_{0}\right\|<\epsilon, u(t)=T_{M}(t) u_{0}$ uniquely and globally solves the Ohm-Navier-Stokes system (5.2).

Proof: To show this theorem we use an a priori estimate $\int_{0}^{t}\left\|\mathscr{B}_{M} u(s)\right\|^{2} d s \leqslant\left\|\mathscr{L}^{1 / 2} u_{0}\right\|^{2}+K\left\|u_{0}\right\|^{2}, \quad K=K(M, \Omega)$, which can be proved similarly to Lemma 4.1 in Ref. 6. To derive an upper bound for $\left\|\mathscr{B}_{M} u(s)\right\|$ this estimate is not enough because there may appear narrow spikes in the graph of $\left\|\mathscr{B}_{M} u(t)\right\|$ vs $t$. The growth rate estimate (5.1), however, prohibits such spikes, so we get an upper bound for $\left\|\mathscr{B}_{M} u\right\|$. This together with (5.3) and (5.4) eventually gives an upper bound for $\left\|\mathscr{L}^{1 / 2} u\right\|$. If the upper bound is smaller than $M^{\prime}$, $u(t)$ solves ONS globally-in-time. This situation is actually realized if the initial data is sufficiently small. For the detailed proof we refer the reader to Theorem 4.2 in Ref. 6.

## VI. ALTERNATIVE METHOD

The system (3.2) is parabolic, so it is natural to ask whether a unique solution exists for less regular initial data. The method in Sec. V requires the assumption that the initial value $u_{0}$ is in $D(\mathscr{L})$. We give here another method essentially due to Kato and Fujita ${ }^{7,8}$; see also Giga and Miyakawa. ${ }^{9}$

Let us sketch their idea. We rewrite (3.2) in an integral form

$$
\begin{equation*}
u(t)=S(t) u_{0}+\int_{0}^{t} S(t-s) \mathcal{N} u(s) d s \tag{6.1}
\end{equation*}
$$

where $S(t)$ is the linear semigroup generated by $-\mathscr{L}$ and $U(t)=S(t) a$ solves the linear equation $d U / d t=-\mathscr{L} U$, $U(0)=a$. We want to construct the solution of (6.1) by the successive approximation

$$
\begin{align*}
& u_{0}(t)=S(t) u_{0} \\
& u_{m+1}(t)=u_{0}(t)+\int_{0}^{t} S(t-s) \mathscr{r} u_{m}(s) d s, \quad m \geqslant 0 . \tag{6.2}
\end{align*}
$$

If $\mathbf{B}_{\mathrm{ex}}$ is equal to zero, we can directly apply the method of Kato and Fujita since we have Lemmas 4.1 and 4.3. Ladyzhenskaya and Solonnikov ${ }^{10}$ consider (6.2) and get weaker results for $\mathbf{B}_{\mathrm{ex}}=\mathbf{0}$. We do not assume $\mathbf{B}_{\mathrm{ex}}=\mathbf{0}$ to get results.

Theorem 6.1: Suppose $\left\|\mathscr{L}^{1 / 4} u_{0}\right\|$ is finite. Then there is a unique regular local solution of (3.2). If $\left\|\mathscr{L}^{1 / 4} u_{0}\right\|$ is sufficiently small, then solution can be extended globally-intime. ${ }^{19}$

Proof: We prove here that the estimate $\left\|\mathscr{L}^{\alpha} u_{m}\right\|$ $\leqslant K t^{\sigma-\alpha}, \sigma \leqslant \alpha<1-\delta\left(\sigma=\frac{1}{4}, \delta=\frac{1}{2}\right)$ holds with constant $K$ for all time if $\left\|\mathscr{L}^{\sigma} u_{0}\right\|$ is sufficiently small. This is a crucial step of our argument. The rest of the proof is similar to those in Refs. 7-9, and therefore we omit it.

Suppose $\left\|\mathscr{L}^{\alpha} u_{m}\right\| \leqslant K_{\alpha, m} t^{\sigma-\alpha}, \sigma \leqslant \alpha<1-\delta$ for all time. We will estimate $K_{\alpha, m+1}$. Apply Lemma 4.3 to get

$$
\begin{aligned}
& \left\|\mathscr{L}-{ }^{\delta} b\left(u_{m}, u_{m}\right)\right\| \leqslant C\left\|\mathscr{L}^{\sigma} u_{m}\right\|\left\|\mathscr{L}^{\rho} u_{m}\right\| \quad\left(\rho=\frac{1}{2}\right) \\
& \leqslant C K_{\sigma, m} K_{\rho, m} t^{\sigma+\delta-1} .
\end{aligned}
$$

For technical reasons we need a trick for $u_{\text {ex }}$. Since $u_{\mathrm{ex}}$ is in $C^{\infty}(\bar{\Omega})$ from Remark $2.1,\left\|u_{\text {ex }}\right\|_{2(\sigma+\epsilon)} \leqslant C^{\prime}$ for $\epsilon, 0 \leqslant \epsilon<1$. We have $\left\|u_{\mathrm{ex}}\right\|_{2(\sigma+\epsilon)} \leqslant C^{\prime} / 2 t^{\epsilon}$ for $t, 0 \leqslant t \leqslant T(\epsilon)=2^{1 / \epsilon}$, since $\left\|u_{e x}\right\|_{2(\sigma+\epsilon)}$ is independent of time. Using Lemma 4.3, we get
$\left\|\mathscr{L}^{-\delta} b\left(u_{\mathrm{ex}}, u_{m}\right)\right\| \leqslant C\left\|u_{\mathrm{ex}}\right\|_{2(\sigma+\epsilon)}\left\|\mathscr{L}^{\rho-\epsilon} u_{m}\right\|$

$$
\leqslant C_{1} C^{\prime} K_{\rho-\epsilon, m} t^{\sigma+\delta-1}, \quad 0 \leqslant t \leqslant T(\epsilon)
$$

for all $0<\epsilon<\frac{1}{4}$. Apply $\mathscr{L}^{\alpha}$ to (6.2) to get
$\mathscr{L}^{\alpha} u_{m+1}(t)=\mathscr{L}^{\alpha} u_{0}(t)+\int_{0}^{t} \mathscr{L}^{\alpha+\delta} S(t-s) \mathscr{L}^{-\delta} \mathscr{N} u_{m} d s$.

On the other hand, Lemma 4.1 yields $\left\|\mathscr{L}^{\alpha+\delta} S(t-s) f\right\|$ $\leqslant C_{\alpha}(t-s)^{-\alpha-\delta}\|f\|$. Estimating (6.3) by this and the above two estimates eventually imply

$$
\begin{aligned}
& K_{\sigma, m+1} \leqslant K_{\alpha, 0}+C_{2}\left(K_{\sigma, m} K_{\rho, m}+C^{\prime} K_{\rho-\epsilon, m}\right), \\
& \sigma \leqslant \alpha<1-\delta,
\end{aligned}
$$

where $C_{2}$ is independent of $m$ and $\epsilon$. This successive inequality yields

$$
K_{\alpha, m} \leqslant K, \quad \sigma \leqslant \alpha<1-\delta \quad \text { for all } m
$$

provided that $K_{\alpha, 0}$ and $C^{\prime}$ are sufficiently small. In other words, if $\left\|\mathscr{L}^{\sigma} u_{0}\right\|$ is sufficiently small, we get

$$
\left\|\mathscr{L}^{\alpha} u_{m}\right\| \leqslant K t^{\sigma-\epsilon}, \quad 0 \leqslant t \leqslant T(\epsilon) .
$$

Since $K$ is independent of $\epsilon$, this implies

$$
\left\|\mathscr{L}^{\alpha} u_{m}\right\| \leqslant K t^{\sigma-\epsilon}, \quad t \geqslant 0, \quad \sigma \leqslant \alpha<1-\delta
$$

which is the desired result.
Remark 6.1: If we use $L^{p}$-theory in Ref. 9, $\left\|\mathscr{L}^{1 / 4} u_{0}\right\|$ in Theorem 6.1 is replaced by $L^{3}$-norm of $u_{0}$.

## VII. FINAL REMARKS

Below we list some additional remarks.
Remark 7.1 (Regularity): Since the solution $u(t)$ $=T_{M}(t) u_{0}$ constructed in Sec. V is in $L^{\infty}(0, T ; D(\mathscr{L})), u(t)$ is the strong solution of the Ohm-Navier-Stokes system. Eventually $u(t)$ is in $C^{\infty}((0, T) \times \bar{\Omega})$; in other words $u(t)$ is a classical solution, ${ }^{9}$ and the statement (a.e., $t \geqslant 0$ ) in (5.2) can be replaced by $(t \geqslant 0)$.

Remark 7.2 (Weak solutions): Duvaut and Lions ${ }^{11}$ and Sanchez-Palencia ${ }^{12}$ construct a global but weak solution of ONS. It is not known whether their weak solutions are regular.

Remark 7.3 (ONS with higher order dissipation): We consider a dissipative operator $-\mathscr{\mathscr { L }}_{\epsilon}$ with higher-order perturbation

$$
-\tilde{\mathscr{L}}_{\epsilon}=-\mathscr{L}-\epsilon \mathscr{L}^{\alpha}, \quad 0<\epsilon \ll 1, \quad \alpha \geqslant \frac{3}{2} .
$$

For a perturbed ONS

$$
\frac{d u}{d t}=-\mathscr{L}_{\epsilon} u+.1 u \quad(t \geqslant 0), \quad u(0)=u_{0} \in D\left(\mathscr{L}_{\epsilon}\right)
$$

we can prove the existence of a unique and global-in-time solution without assuming that the initial data is small. This is because the higher-order dissipation gives an a priori bound for $\left\|\mathscr{L}^{1 / 2} u\right\|$.

Remark 7.4 (ONS with an ignorable coordinate): Here we suppose that there is an ignorable spatial coordinate, viz., we consider a two-dimensional system. Then, without assuming that the initial data is small, we can prove the existence of a unique and global-in-time regular solution of the two-dimensional ONS. We have an a priori bound for $\left\|\mathscr{L}^{1 / 4} u\right\|$, where $u$ is a solution of ONS. This give the abovementioned global existence; see Ref. 6.

## APPENDIX: NONLINEAR SEMIGROUP THEORY

We briefly review the theory of nonlinear semigroups in Hilbert space, which is due to Kōmura ${ }^{4,5}$; see also Ref. 18.

Let $\mathscr{B}$ be a (nonlinear) operator from a subset $D(\mathscr{B})$ of a Hilbert space $H$ into $H$. We say $\mathscr{B}$ is dissipative if $\langle\xi-\eta$, $u-v\rangle \leqslant 0$ for all $u, v \in D(\mathscr{B}), \xi \in \mathscr{B} u, \eta \in \mathscr{B} v$. A dissipative operator $\mathscr{B}$ is called hyperdissipative if the range of $I-\lambda \mathscr{B}$ is equal to $H$ for a certain $\lambda>0$, where $I$ is the identity operator. For simplicity let us assume here that $\mathscr{B}$ is single valued. We have the fundamental theorem.

Theorem: Suppose $\mathscr{B}-\omega I$ is hyperdissipative for some $\omega>0$. Then $\mathscr{B}$ generates a nonlinear semigroup $T(t)$. Moreover $u(t)=T(t) u_{0}$ for $u_{0} \in D(\mathscr{B})$ is absolutely continuous in $t \geqslant 0$ with value in $H$. And $u(t)$ uniquely and globally solves

$$
\frac{d u}{d t}=\mathscr{B} u \quad(\text { a.e. } t \geqslant 0), \quad u(0)=u_{0}
$$

where $d u / d t$ denotes the strong derivative of $u$. The function $u(t)$ also solves

$$
\frac{d^{+} u}{d t}=\mathscr{B} u \quad(t \geqslant 0), \quad u(0)=u_{0}
$$

where $d^{+} u / d t$ denotes the right derivative of $u$. The semigroup $T(t)$ satisfied estimates
$\left\|T(t) u_{0}-T(t) w_{0}\right\| \leqslant e^{t o t}\left\|u_{0}-w_{0}\right\|, \quad t \geqslant 0, \quad u_{0}, w_{0} \in D(\mathscr{B})$,
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#### Abstract

A systematic procedure ensuring the determination of all isotropy groups of a given representation of a space group is presented for the first time. Isotropy groups play an important role in various areas of theoretical solid state physics. For example, only isotropy groups may occur in a structural phase transition driven by an order parameter belonging to a given representation. The method uses the chain criterion directly on the image of the representation, employing a labeling of the matrices by space group elements. A notion of a substar of a wave vector associated with the representation is central to the method. Finally, as a detailed illustration the method is applied to a structural phase transition in A15 systems driven by an $X$ point order parameter. The result agrees with previously reported ones.


PACS numbers: 64.60. - i, 61.50.Em, 02.20. +b

## I. INTRODUCTION

In calculating various physical quantities we often deal not with the full symmetry of the physical system, but with a specific representation of this symmetry. For example, if we are calculating a perturbation of a certain energy level then the wave functions, perhaps degenerate at that particular level, span a representation of the full symmetry group of the physical system under consideration. In such a case it is useful to know some details about the action of matrices of the representation on vectors in the space spanned by the wave functions. This is even more apparent in another example coming from solid state physics, namely, in the Landau ${ }^{1}$ and renormalization-group ${ }^{2}$ theories of structural phase transitions in crystals. Since the present work was mainly motivated by various applications of these theories, we will outline their content here.

In the Landau theory symmetry of a crystal at a given temperature (pressure, concentration, etc.) is determined as the symmetry of an order parameter which minimizes the Landau free energy. The Landau theory may be considered as an approximate solution of a more general theory. In such a theory the order parameter is given as an expectation value over a certain distribution. The Landau theory replaces this expectation value by the most probable one. This more general approach is incorporated in the renormalization-group method. However, symmetry results of the Landau theory are also relevant to the renormalization-group method. Thus, we will concentrate on the Landau theory. ${ }^{3}$

We will begin with a general outline of the Landau, phenomenological approach.

The order parameter is a vector from a space $C$ over which a representation $\mathbf{R}$ of the high symmetry group $G$ is spanned. On the other hand, the free energy is a family (as temperature is changed) of $G$-invariant polynomials on $C$. At each given temperature, an absolute minimum of the free energy is at a vector $\mathbf{c}$ in $C$. This vector is identified as the

[^12]order parameter at the given temperature. The associated (low-) symmetry group at that temperature is then the largest subgroup $L$ of $G$ which leaves $\mathbf{c}$ (the order parameter) invariant. That is, $L$ is the isotropy group (little group, stabilizer) of $c$. Consequently, it would be beneficial to know the isotropy groups $L$ of $G$ (for given $\mathbf{R}$ ).

A representation $\mathbf{R}$ must first be chosen. $\mathbf{R}$ may be inferred from some theoretical arguments, or partially determined from experiments or determined a posteriori, from the requirement that theoretical predictions agree with experiments. For example, an action of the group $G$ on the atomic displacements of a crystal, with some experimentally imposed periodicity, may be analyzed. The resulting representation can then be reduced and some of its irreducible components $\mathbf{R}$ may be used as an order parameter. Conversely, if $\mathbf{R}$ is given, associated displacement patterns may be determined using appropriate projection operators.

The next step is to construct a free-energy polynomial on $C$ (usually quartic) observing the requirement of $G$-invariance. Then, in order to find the order parameter, the free energy has to be minimized. ${ }^{4}$ This step is highly nontrivial since it involves solving a system of $c$ at least cubic equations ( $c$ is the dimension of $C$ ). There is no general procedure for solving such systems of equations exactly. However, after sufficiently many trials and errors scientists usually find the solutions analytically! This hints that there has to be a systematic procedure for solving those equations. Such a procedure could only be efficient, of course, for the cases of nontrivial $G$-invariance of the free energy.

This procedure we outline here for the first time. ${ }^{5}$ All the isotropy groups $L$ of $G$ and their subduction frequencies $i(L)$ are found first. The subduction frequency $i(L)$ is equal to the number of times the identity representation of $L$ is contained in the restriction of $\mathbf{R}$ to $L$. Geometrically, $i(L)$ is the dimensionality of the subspace $\operatorname{Fix}(L)$ of all vectors c left invariant by $L$. Due to the fact that the free energy is always extremal at $\operatorname{Fix}(L)$ in all directions perpendicular to $\operatorname{Fix}(L)$, it is sufficient to minimize the free energy only within the subspaces $\operatorname{Fix}(L)$. Moreover, due to the maximality conjecture,
an absolute minimum of a quartic free energy is associated with a maximal isotropy group (among strict subgroups of $G$ ). ${ }^{6.7}$ Consequently, once the isotropy groups are determined, we choose the maximal ones. Then, using appropriate projection operators, we determine associated subspaces $\operatorname{Fix}(L)$ where an absolute minimum should be found. Due to the maximality, these subspaces are often one-dimensional and the problem is reduced to solving a single quadratic equation (having removed the origin, as the trivial solution whose isotropy group is $G$ itself). Therefore, we establish a clear relationship between maximality and the solvability of the Landau theory.

Even if the maximality conjecture is not to be found valid, a knowledge of isotropy groups helps in systematizing a search for absolute minima. Namely, if we know all isotropy groups $L$, then we can, using projection operators, partition the space $C$ into the subspaces Fix $(L)$. Searching for a minimum first in one-, then in two-, etc., dimensional subspaces $\operatorname{Fix}(L), \mathrm{i}(L)=1,2, \ldots, c$, always removing previously found solutions, the problem will again be often reduced to solving a single quadratic equation.

After an absolute minimum has been found, and the associated low-symmetry group has been identified, it only remains to apply the associated projection operator to the atomic displacements in order to determine the actual crystal structure. This would complete within the above meanfield approach the analysis of a particular transition.

In order to include fluctuations a renormalizationgroup calculation would suffice. Fluctuations have an additional influence on low-symmetry phases emerging in a sec-ond-order transition. However, such questions will not be addressed here. Instead, we will concentrate only on the problem of determining all isotropy groups $L$ of a group $G$, given a representation $\mathbf{R}$, since, irrespective of whether fluctuations are included or not, only such groups may occur in a transition.

The above mentioned problem has been answered by the chain criterion in general for discrete (countable) groups. ${ }^{8}$ The criterion states ${ }^{9}$ : A subgroup $L$ of $G$ is an isotropy group (given $\mathbf{R}$ ) if and only if for every $L^{\prime} \supset L, L^{\prime} \subseteq G$ it follows $i\left(L^{\prime}\right)<i(L)$ (where $\subset$ denotes a strict subgroup relationship and $<$ is a strict inequality). Thus, in order to apply the chain criterion it is necessary to calculate and compare subduction frequencies for all subgroups of $G$. A technical interpretation of the chain criterion is that $i(L)$ is calculated for all subgroups $L$ of $G$. Then, for each $i(L)=0,1,2, \ldots, c$, the maximal subgroups are the isotropy groups. ${ }^{10}$ However, even when $G$ is finite, the above proposed plan may be a very elaborate task and several lemmas come to help (some of them do not hold for continuous groups ${ }^{4}$ :
(i) If $L$ is an isotropy group, so is every $L^{\prime}$ conjugate to $L$ in $G$. Consequently, only subgroups up to a conjugation in $G$ need to be considered;
(ii) Kernel of $G$ is the minimal isotropy group (see below for a definition of the kernel);
(iii) If $L^{\prime}$ has a strict supergroup $L, L^{\prime} \subset L \subseteq G$ and $i(L)=i\left(L^{\prime}\right)$, then $L^{\prime}$ is not an isotropy group. Moreover, none of the supergroups of $L^{\prime}$, which are strictly contained in $L$, is an isotropy group (thus the name chain criterion);
(iv) If $L$ and $L^{\prime}$ are isotropy groups, then their intersection $L \cap L^{\prime}$ is also an isotropy group. Moreover, $i\left(L \cap L^{\prime}\right)$ $\geqslant i(L)+i\left(L^{\prime}\right)-i\left(L L^{\prime}\right),\left(L L^{\prime}\right.$ is the minimal subgroup of $G$ which contains both $L$ and $\left.L^{\prime}\right)$;
(v) It suffices to consider only irreducible $\mathbf{R}$ for if $\mathbf{R}$ is reducible, then its isotropy groups are just intersections between isotropy groups of its irreducible components;
(vi) If $\mathbf{R}$ is reducible, but physically irreducible, $\mathbf{R}=\Delta \oplus \Delta^{*}$, then its isotropy groups are the same as those of (either of) its irreducible components, and $i(L ; \mathbf{R})=2 i(L$; $\Delta)=2 i\left(L ; \Delta^{*}\right)$.

In the following sections we will present a systematic procedure designed to determine all isotropy groups of crystallographic space groups. The presentation will be self-contained. However, due to interests of most physicists some of the mathematical rigor will be avoided. The rigorous proofs of the theory require a separate paper which will be published elsewhere. ${ }^{11}$

The plan of the paper is the following. In Sec. II a general method and notation will be established. The notation related specifically to space groups and a review of some elementary theory will be given in Sec. IIA. Section IIB will deal with the image of a space group in general, while in Sec. IIC some details of the representation theory of space groups will be reviewed. Section III will be more concretely related to the determination of the isotropy groups of space groups. In Sec. IIIA a notion of a substar and its associated translation group will be introduced. In Sec. IIIB a point group of a substar will be defined and subsequent simplifications in calculating isotropy groups will be also elaborated. In Sec. IIIC some additional technical details will be given. A step by step algorithm for calculating all isotropy groups of a space group will be given in Sec. IIID. In Sec. IV a detailed illustration of an actual application of the algorithm will be given. The example will concern a nonsymmorphic space group $O_{h}^{3}$ (space group symmetry of A15 compounds) and its $X$ point irreducible representations. The last section of the paper will be devoted to the summary and discussions.

## II. METHOD AND NOTATION

For a finite group $L, i(L)$ may be calculated by the formula

$$
\begin{equation*}
i(L)=\frac{1}{|L|} \sum_{g \in L} \chi(g), \tag{1}
\end{equation*}
$$

where $|L|$ is the order of the group $L$ and $\chi(g)$ are the characters in $\mathbf{R}$. In the case of crystallographic space groups, most often (except for incommensurate transitions, that is, for representations associated with wave vectors having at least one irrational component) a relevant group $L$ contains nontrivial translations. Thus, $L$ is discrete (countable) but infinite and the above formula cannot be applied. ${ }^{12}$ In such cases we must consider the group of matrices of the representation, also called the image, $\operatorname{Im}(G ; \mathbf{R})$. When dealing with a particular representation $\mathbf{R}, \mathbf{R}$ is often left out of the notation for the image. We will also often use $\mathbf{R}$ to name interchangeably a particular representation, its actual matrix group (or
any of its isomorphic groups; thus $\operatorname{Im} G=\mathbf{R}$ ), or the homomorphism defined by the representation.

## The homomorphism

$$
\begin{equation*}
g \longrightarrow \rho(g) \tag{2}
\end{equation*}
$$

where $\rho(g)$ is a matrix in $\mathbf{R}$ representing an element $g$ of $G$, defines a normal subgroup of $G$, the kernel $\operatorname{Ker}(G ; \mathbf{R})$. Again, we will leave out $\mathbf{R}$ in the notation for the kernel. ${ }^{13} \operatorname{Ker} G$ contains all the elements of $G$ which are represented by the identity matrix in $\mathbf{R}$. The associated quotient (factor) group $G / \operatorname{Ker} G$ is equal (isomorphic) to $\operatorname{Im} G=\mathbf{R}$. This means, in particular, that a coset decomposition of $G$ with respect to Ker $\boldsymbol{G}$,

$$
\begin{equation*}
G=g_{1} \circ \operatorname{Ker} G+g_{2} \circ \operatorname{Ker} G+\cdots=\mathbf{R} \circ \operatorname{Ker} G \tag{3}
\end{equation*}
$$

provides a useful labeling of matrices in $\mathbf{R}$ by associated coset representatives in $G$. That is, every matrix $\rho$ in $\mathbf{R}$ may be identified (labeled) by a coset representative $g_{i}$ in $G / \operatorname{Ker} G$ :

$$
\begin{equation*}
g_{i} \simeq \rho\left(g_{i}\right) \tag{4}
\end{equation*}
$$

It is important, however, to stress that the coset representatives $g_{i}$ form a group (isomorphic to $\mathbf{R}$ ) only under a composition law which is the same as in $G$ (i.e., ○), modulo $\operatorname{Ker} G$. Therefore, given a matrix group $\mathbf{L} \subseteq \mathbf{R}$ it uniquely defines a group $L \subseteq G$

$$
\begin{equation*}
L=\mathbf{L} \circ \operatorname{Ker} G \tag{5}
\end{equation*}
$$

where elements in $\mathbf{L}$ are replaced by their coset representative labels according to Eq. (4).

Since we talk of isotropy groups of $G$ relative to a given representation $\mathbf{R}$, it is clear that in order to find isotropy groups of $G$ one should first find isotropy groups in R. Associated isotropy groups in $G$ can then simply be found using Eq. (5). Consequently, it suffices to apply the chain criterion to subgroups $L$ of $\mathbf{R}$. Accordingly, Eq. (1) is replaced by

$$
\begin{equation*}
i(L)=i(\mathbf{L})=\frac{1}{|\mathbf{L}|} \sum_{g \in \mathbf{L}} \chi(g) \tag{6}
\end{equation*}
$$

where $L$ and $L$ are related via Eq. (5), $g$ is a coset representative (matrix) [cf. Eq. (4)] and $\chi$ is its character (trace).

In all the relevant cases either all isotropy groups $L$ of $\mathbf{R}$, except $\mathbf{R}$ itself, are finite (incommensurate transitions, irrational wave vectors), or $\mathbf{R}$ itself is finite (commensurate transitions, rational wave vectors). Thus, every isotropy group of $\mathbf{R}$, except $\mathbf{R}$ itself, is finite, and Eq. (6) is applicable. On the other hand, since $\mathbf{R}$ is irreducible,

$$
\begin{equation*}
i(\mathbf{R})=1 \tag{7}
\end{equation*}
$$

if $\mathbf{R}$ is the identity representation (then $\mathbf{R}$ is the only one isotropy group), or

$$
\begin{equation*}
i(\mathbf{R})=0 \tag{8}
\end{equation*}
$$

in all other cases ( $\mathbf{R}$ is then the isotropy group of the origin $\mathbf{c}=0$ ). In what follows we will exclude the trivial case when $\mathbf{R}$ is the identity representation.

In order to further motivate the use of coset representative labels, we note that even though Eq. (6) appears rather simple a selection of subgroups of $\mathbf{R}$ may be very complex. The matrix group $\mathbf{R}$ is sometimes a large subgroup of $\mathrm{O}(c)$ or $\mathrm{U}(c)$. In addition, $c$ is often greater than three. Hence, it is unlikely to find $\mathbf{R}$ and its subgroups listed somewhere in the
literature. On the other hand, direct manipulation of matrices in $\mathbf{R}$ requires first their explicit construction and then a construction of their multiplication table.

All this can be avoided by the use of coset representatives whose composition law is simple ( ${ }^{\circ}$, modulo $\operatorname{Ker} \boldsymbol{G}$ ). Additionally, instead of the complete matrices in $\mathbf{R}$ we need only their traces (the characters). Finally, even if we had known $\mathbf{R}$ and its subgroups $L$, the identification of the associated subgroups $L$ in $G$ is most easily found using the coset representatives via Eqs. (4) and (5).

We will develop below a systematic procedure (algorithm) for calculating all isotropy groups of a crystallographic space group. The algorithm will be based on the use of the chain criterion and the approach will be designed for the use of the full-group representations.

In the next sections we will establish the notation and we will review some elementary facts regarding crystallographic space groups and their representations. We will also introduce a notion of a substar for an irreducible representation of a space group defining associated translation and point groups.

## A. Space group

A crystallographic space group $G$ is an extension of a group of lattice translations $T$ (Bravais lattice) by a point group $P$ (crystallographic) class. ${ }^{14,15}$ The abelian group $T$ is a normal subgroup of $G$, and $P$ is the associated quotient group,

$$
\begin{equation*}
P=G / T \tag{9}
\end{equation*}
$$

We will adopt the ("inverted") Seitz notation for the elements of $G, T$, and $P$. Furthermore, an action of the symmetry elements on the configuration space will be assumed active. Therefore, a general element $g$ of $G$ will be denoted by

$$
\begin{equation*}
g=\{\vec{\theta} \mid \stackrel{\rightharpoonup}{\phi}\} \tag{10}
\end{equation*}
$$

where $\stackrel{\rightharpoonup}{\phi}$ is a rotation-reflection from the point group $P$ and $\vec{\theta}$ is a translation, not necessarily from $T$. If $\vec{\theta}$ is from $T$, that is, $\vec{\theta}$ is a lattice translation, then we will denote it by $\vec{n}$ or $\vec{t}$.

The action of $g$ on a vector $\vec{r}$ in the configuration space is given by

$$
\begin{equation*}
g \cdot \vec{r}=\{\vec{\theta} \mid \stackrel{\leftrightarrow}{\phi}\} \cdot r=\vec{\theta}+\stackrel{\leftrightarrow}{\phi} \cdot \vec{r} \tag{11}
\end{equation*}
$$

which means that a point $\vec{\gamma}$ is first rotated by $\vec{\phi}$ and then translated by $\vec{\theta}$. For the composition of group elements we will use a symbol $\circ$, to be distinguished from . Thus,
$g^{\prime} \circ g^{\prime \prime}=\left\{\vec{\theta}^{\prime} \mid \phi^{\prime}\right\} \circ\left\{\vec{\theta}^{\prime \prime} \mid \vec{\phi}^{\prime \prime}\right\}=\left\{\vec{\theta}^{\prime}+\vec{\phi}^{\prime} \cdot \vec{\theta}^{\prime \prime} \mid \stackrel{\rightharpoonup}{\phi}^{\prime} \circ \stackrel{\rightharpoonup}{\phi}{ }^{\prime \prime}\right\}$
and

$$
\begin{equation*}
g^{-1}=\{\vec{\theta} \mid \stackrel{\rightharpoonup}{\phi}\}^{-1}=\left\{-\stackrel{\stackrel{\rightharpoonup}{\phi}}{ }-\left.1 \cdot \vec{\theta}\right|_{\stackrel{~}{\phi}}-1\right\} \tag{12}
\end{equation*}
$$

The identity element $\epsilon$, for which we will usually reserve a subscript 1 , is

$$
\begin{equation*}
\epsilon=g_{1}=\{\overrightarrow{0} \mid \vec{\epsilon}\} \tag{14}
\end{equation*}
$$

where $\overrightarrow{0}$ is the null vector ("no translation") and $\vec{\epsilon}$ is the identity rotation ("no rotation"). Hence, a general pure translation $\vec{\theta}$, which may $(\vec{\theta}=\vec{n})$ but need not be in $G$, is

$$
\begin{equation*}
\{\vec{\theta} \mid \vec{z}\} \equiv \vec{\theta} \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\vec{\theta}^{\prime} \circ \vec{\theta}^{\prime \prime}=\vec{\theta}^{\prime}+\vec{\theta}^{\prime \prime} \tag{16}
\end{equation*}
$$

Similarly, a general rotation-reflection by $\overleftrightarrow{\phi}$ which may (symmorphic groups) but need not (nonsymmorphic groups) be in $G$, is

$$
\begin{equation*}
\{\overrightarrow{0} \mid \vec{\phi}\} \equiv \stackrel{\rightharpoonup}{\phi} \tag{17}
\end{equation*}
$$

Note the distinction between $\vec{\theta}$ rotated by $\stackrel{\rightharpoonup}{\phi}, \stackrel{\ddot{\phi}}{\phi} \cdot \vec{\theta}$, and followed by $\vec{\phi}, \vec{\phi} \circ \vec{\theta}$,

$$
\begin{equation*}
\vec{\phi} \circ \vec{\theta}=(\vec{\phi} \cdot \vec{\theta}) \circ \vec{\phi}, \tag{18}
\end{equation*}
$$

where we employed the short notation of Eqs. (15) and (17). In the same notation, Eq. (10) reads

$$
\begin{equation*}
g=\vec{\theta} \circ \stackrel{\rightharpoonup}{\phi} \tag{19}
\end{equation*}
$$

In order to associate the elements of $P$ with particular elements in $G$ it is convenient, according to Eq. (9), to make a coset decomposition of $G$ with respect to $T$ :

$$
\begin{equation*}
G=T^{\circ}\{\overrightarrow{0} \mid \stackrel{\rightharpoonup}{\epsilon}\}+T^{\circ}\left\{\vec{\tau}_{2} \mid \stackrel{\rightharpoonup}{\phi}_{2}\right\}+\cdots \tag{20}
\end{equation*}
$$

Pure translations $\vec{\tau}$ are not, in general, lattice translations $(\vec{\tau}$ is called a fractional translation). Consequently, every pure translation $\vec{\theta}$, occurring in Eq. (19), can be decomposed into a lattice and a fractional translation,

$$
\begin{equation*}
\vec{\theta}=\vec{n}+\vec{\tau} . \tag{21}
\end{equation*}
$$

Clearly, fractional translations are not uniquely defined. At the beginning of any calculation, it is advisable to fix the choice of fractional translations, for example as given in Ref. 16.

The point group $P$ is conventionally given by [cf. Eq. (20)]

$$
\begin{equation*}
P=\left\{\vec{\epsilon}, \stackrel{\rightharpoonup}{\phi}_{2}, \stackrel{\rightharpoonup}{\phi}_{3}, \ldots\right\} \tag{22}
\end{equation*}
$$

with the same composition law as in $G$. However, we will identify $P$ by the complete coset representatives (including fractional translations). Quite generally, coset representatives in a coset decomposition of a group $G$ with respect to a normal subgroup $T$ will not form a group with respect to the original law of composition (e.g., nonsymmorphic space groups). However, since $T$ is a normal subgroup, it may happen that an appropriate choice of coset representatives can be made in such a way that they indeed form a group ( $\sim P$ ) under the original composition law (e.g., symmorphic space groups). Whenever such a special choice of coset representatives is possible, it is usually advantageous from a point of view of practical applications to adopt that particular choice.

We will identify $P$, generally, by the coset representatives

$$
\begin{equation*}
P=\left\{\{\overrightarrow{0} \mid \vec{\epsilon}\},\left\{\vec{\tau}_{2} \mid \ddot{\phi}_{2}\right\}, \ldots\right\}, \tag{23}
\end{equation*}
$$

with the composition law the same as in $G$, modulo $T$. A general element of $P$ we will denote by $p$,

$$
\begin{equation*}
p=\{\vec{\tau} \mid \stackrel{\rightharpoonup}{\phi}\}=\vec{\tau} \stackrel{\rightharpoonup}{\phi} \tag{24}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
p_{i} \circ p_{j}=\vec{n} \circ p_{k}, \tag{25}
\end{equation*}
$$

where $p_{i}, p_{j}, p_{k} \in P$ and $\vec{n} \in T$. With this particular choice of $P$, Eq. (23), in mind, we rewrite the coset decomposition of Eq. (20) simply as

$$
\begin{equation*}
G=T \circ P \tag{26}
\end{equation*}
$$

Similarly, every element of $G$ can now be written as

$$
\begin{equation*}
g=\vec{n} \circ p=\vec{n} \circ\{\vec{f} \mid \stackrel{\rightharpoonup}{\phi}\}=\vec{n} \circ \vec{\tau} \circ \stackrel{\rightharpoonup}{\phi} \tag{27}
\end{equation*}
$$

This concludes our description of the space group elements. In the following sections we will introduce further definitions associated with a particular choice for the representation $\mathbf{R}$ of $G$.

## B. Image

It was shown in the introductory part of Sec . II that the factor group of $G$ with respect to $\operatorname{Ker} G$, the image, is equal to $\mathbf{R}$. Also, a coset decomposition of $G$ with respect to $\operatorname{Ker} G$ was introduced in Eq. (3), where in the case of a space group $g_{i}$ is of the general form Eq. (10). If we fix a choice of coset representatives in Eq. (3), we can identify $\mathbf{R}$ as

$$
\begin{equation*}
\mathbf{R}=\left\{g_{1}, g_{2}, \ldots\right\} \tag{28}
\end{equation*}
$$

with the same composition law as in $G$, modulo Ker $G$. That is, for every $g_{i}$ and $g_{j}$ from $\mathbf{R}$ we can find an unique $g_{k}$ from $\mathbf{R}$ and a $g_{0}$ from Ker $G$ such that

$$
\begin{equation*}
g_{i} \circ g_{j}=g_{k} \circ g_{0} . \tag{29}
\end{equation*}
$$

Therefore, we write the coset decomposition, Eq. (3), as

$$
\begin{equation*}
G=\mathbf{R} \circ \operatorname{Ker} G \tag{30}
\end{equation*}
$$

At this stage we identified matrices of $\mathbf{R}$ by the associated coset representatives, Eq. (28). Thus, in order to find subgroups of $\mathbf{R}$, we do not have to multiply matrices of $\mathbf{R}$ explicitly. These matrices we need not even know. Instead, we can multiply the associated coset representatives with the appropriate multiplication rule, cf. Eq. (29).

Until this point we only particularized a general theory to a space group. Further simplifications in determining isotropy groups of space groups are strictly due to a special structure of a space group (e.g., existence of an abelian normal subgroup $T$, etc.).

The group Ker $G$ is a space group (which degenerates into a point group for irrational wave vectors). Its translation group (Bravais lattice) is the kernel of $T$ under $\mathbf{R}$,

$$
\begin{equation*}
\operatorname{Ker}(T ; R) \equiv \operatorname{Ker} T=\left\{\overrightarrow{0}, \vec{n}_{2}, \vec{n}_{3}, \ldots\right\} ; \tag{31}
\end{equation*}
$$

Ker $T$ consists of all translations in $T$ which are represented by the identity matrix in $\mathbf{R}$. Ker $T$ is a normal subgroup of $G$ as well as of Ker $G$ and, trivially, of $T$. Therefore, we make the following coset decompositions:

$$
\begin{align*}
& G=\operatorname{Ker} T \circ \epsilon+\operatorname{Ker} T \circ g_{2}^{\prime}+\cdots  \tag{32}\\
& \operatorname{Ker} G=\operatorname{Ker} T \circ \bar{\circ}+\operatorname{Ker} T \circ p_{2}^{\prime}+\cdots \tag{33}
\end{align*}
$$

and

$$
\begin{equation*}
T=\operatorname{Ker} T \circ \overrightarrow{0}+\operatorname{Ker} T \circ \vec{t}_{2}+\cdots \tag{34}
\end{equation*}
$$

where $g^{\prime}$ and $p^{\prime}$ are of the general form Eq. (10) and $\vec{t}$ is a pure lattice translation. The associated quotient groups, with the composition law the same as in $G$, modulo $\operatorname{Ker} T$, are [we assume that a particular choice of the coset representatives, Eqs. (32), (33), and (34), has been made]

$$
\begin{align*}
& G / \operatorname{Ker} T=\left\{\epsilon, g_{2}^{\prime}, \ldots\right\},  \tag{35}\\
& \overline{\operatorname{Ker}} P \equiv \operatorname{Ker} G / \operatorname{Ker} T=\left\{\epsilon, p_{2}^{\prime}, \ldots\right\}, \tag{36}
\end{align*}
$$

and
$\mathbf{T} \equiv T / \operatorname{Ker} T=\left\{\overrightarrow{0}, \vec{t}_{2}, \ldots\right\}$.
Lattice translations in Eq. (37) can be chosen as all the lattice translations of $T$ which belong to a single unit cell of Ker $T$. (Incidentally, we note that it would suffice to use Born-Kármán boundary conditions at a single unit cell of Ker $T$; there is no need to take a limit of infinite periodic-ity-all the results associated with $\mathbf{R}$ are preserved.) Therefore, $\overrightarrow{0}, \vec{t}_{2}, \vec{t}_{3}, \ldots$ are fractional translations for the Bravais lattice Ker $T$. Similarly, translations entering $g_{i}^{\prime}$ and $p_{i}^{\prime}$ [cf. Eqs. (35) and (36)] can be chosen to be sums of translations from $\mathbf{T}$ and appropriate fractional translations $\vec{\tau}$ from Eq. (23).

The quotient group Ker $G /$ Ker $T$ is denoted by $\overline{\operatorname{Ker}} P$ because it is isomorphic (equal, modulo $\mathbf{T}$ ) to a normal subgroup of $P$ and, furthermore, all of its elements are represented by the identity matrix in R. However, $\overline{\mathrm{Ker}} P$ is not in general the kernel since $\mathbf{R}$ is not in general a representation of $P$.

In addition to the decompositions, Eqs. (32), (33), and (34), we can make now a coset decomposition of $P$,

$$
\begin{equation*}
P=\epsilon \circ \overline{\operatorname{Ker}} P+\pi_{2} \circ \overline{\operatorname{Ker}} P+\cdots, \tag{38}
\end{equation*}
$$

noting that the equality is modulo $T$; that is, once the fractionals in $\overline{\mathrm{Ker}} P$ are chosen we can choose fractionals in $P$ so that the equality is exact (this is, of course, not necessary). Elements $\pi$ are of the general form Eq. (23).

We again construct an associated quotient group

$$
\begin{equation*}
\mathbf{P} \equiv P / \overline{\operatorname{Ker}} P=\left\{\epsilon, \pi_{2}, \ldots\right\} \tag{39}
\end{equation*}
$$

with the composition law the same as in $P$, modulo $\overline{\operatorname{Ker}} P$.
With the above identifications we can rewrite Eqs. (33), (34), and (38) as

$$
\begin{align*}
& \text { Ker } G=\operatorname{Ker} T \circ \overline{\operatorname{Ker}} P,  \tag{40}\\
& T=\operatorname{Ker} T \circ \mathbf{T}, \tag{41}
\end{align*}
$$

and

$$
\begin{equation*}
P=\mathbf{P} \circ \overline{\operatorname{Ker}} P \tag{42}
\end{equation*}
$$

Equations (41) and (42) are used to rewrite Eq. (26),

$$
\begin{equation*}
G=T \circ P=\operatorname{Ker} T \circ \mathbf{T} \circ \mathbf{P} \circ \overline{\operatorname{Ker}} P \tag{43}
\end{equation*}
$$

Similarly, Eq. (40) and the fact that Ker $T$ is a normal subgroup of $G$ are used to rewrite Eq. (30),

$$
\begin{equation*}
G=\mathbf{R} \circ \operatorname{Ker} G=\operatorname{Ker} T \circ \mathbf{R} \circ \overline{\operatorname{Ker}} P \tag{44}
\end{equation*}
$$

Comparing Eqs. (43) and (44) we arrive at a simple formula for $\mathbf{R}$,

$$
\begin{equation*}
\mathbf{R}=\mathbf{T} \circ \mathbf{P} \tag{45}
\end{equation*}
$$

Clearly, the resulting Eq. (45) is independent of whether we made previously left or right coset decompositions (with respect to a normal subgroup).

Thus, every element $\rho$ of $\mathbf{R}$ can be identified as a product of two elements in $G$ :

$$
\begin{equation*}
\underset{\rightarrow}{\rho=\vec{t} \circ \pi=\{\vec{t} \mid \vec{\epsilon}\} \circ\{\vec{\tau} \mid \vec{\phi}\}, \text {, }, \text {. }} \tag{46}
\end{equation*}
$$

where $\vec{t}$ runs through all elements of $T$ and $\pi$ runs through all elements of $\mathbf{P}$. Furthermore, $\mathbf{T}$ is a normal, abelian subgroup
of $\mathbf{R}$, and $\mathbf{P}$ is the associated factor group (it should be stressed again, however, that the composition law in $\mathbf{R}$ is the same as in $G$, modulo $\operatorname{Ker} G$ ).

Since $\mathbf{P}$ is finite and, for representations $\mathbf{R}$ associated with a rational wave vector, $\mathbf{T}$ is finite, it follows that $\mathbf{R}$ is finite and Eq. (6) is applicable. On the other hand, if $\mathbf{R}$ is associated with an irrational wave vector then $\mathbf{T}$, and thus $\mathbf{R}$, are infinite. However, it is then clear that the only lattice translation in $T$ which leaves a nontrivial vector in $C$ invariant is the identity (that is, "no translation"). This is just another way of saying that the intersection of two incommensurate translation groups is the identity. Hence, in such a case an isotropy group $\mathbf{L}$, other than $\mathbf{R}$ itself, is a subgroup of $\mathbf{P}$ only, thus finite, and Eq. (6) is again applicable.

Since $\mathbf{T}$ is a subgroup of $\mathbf{R}$ it follows that every subgroup $\mathbf{L}$ of $\mathbf{R}$ will have the following structure:

$$
\begin{equation*}
\mathbf{L}=\mathbf{T}_{L} \circ \mathbf{P}_{L} \tag{47}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{T}_{L} \subseteq \mathbf{T} \tag{48}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{P}_{L} \subseteq \mathbf{P} \quad\left(\operatorname{modulo} \mathbf{F}_{L}\right) \tag{49}
\end{equation*}
$$

The quotient group $\mathbf{F}_{L}$,

$$
\begin{equation*}
\mathbf{F}_{L}=\mathbf{T} / \mathbf{T}_{L} \tag{50}
\end{equation*}
$$

is identified by the coset representatives in the coset decomposition of $\mathbf{T}$ with respect to $\mathbf{T}_{L}$. That is

$$
\begin{equation*}
\mathbf{T}=\mathbf{T}_{L} \circ \mathbf{F}_{L} \tag{51}
\end{equation*}
$$

Equation (47) implies that every element $g_{L}$ of $L$ can be expressed as

$$
\begin{equation*}
g_{L}=\vec{t}_{L} \circ \pi_{L} \tag{52}
\end{equation*}
$$

where $\vec{t}_{L}$ is from $\mathbf{T}_{L}$ and $\pi_{L}$ is from $\mathbf{P}_{L}$. On the other hand, Eq. (49) implies

$$
\begin{equation*}
\pi_{L}=\vec{f}_{L} \circ \pi_{L}^{\prime}=\vec{f}_{L} \circ\left\{\vec{\tau}_{L} \mid \vec{\phi}_{L}\right\}=\left\{\vec{f}_{L}+\vec{f}_{L} \mid \vec{\phi}_{L}\right\} \tag{53}
\end{equation*}
$$

where $\vec{f}_{L}$ is from $\mathbf{F}_{L}$ (that is, $\vec{f}_{L}$ becomes an additional fractional translation in $\mathbf{T}_{L}$ associated with $\breve{\phi}_{L}$ in $\mathbf{P}_{L}$ ) and where $\pi_{L}^{\prime}$ is an element of $\mathbf{P}_{L}^{\prime}, \mathbf{P}_{L}^{\prime}=\mathbf{P}_{L}\left(\operatorname{modulo} \mathbf{F}_{L}\right)$,
$\mathbf{P}_{L}^{\prime} \subseteq \mathbf{P}$.
Consequently, a systematic way of finding all subgroups of $\mathbf{R}$ would be first to find all subgroups $\mathbf{T}_{L}$ of $\mathbf{T}$ and all compatible subgroups $\mathbf{P}_{L}^{\prime}$ of $\mathbf{P}$ (for example, $P_{L}^{\prime}$ must be such as to leave the "lattice" $\mathrm{T}_{L}$ invariant). Possible groups $\mathbf{L}=\mathbf{T}_{L} \circ \mathbf{P}_{L}$ are then identified by making appropriate selections of additional fractional translations $\vec{f}_{L}$ (one $\vec{f}_{L}$ to each $\left.\pi_{L}^{\prime}!\right)$. Therefore, at no point is it necessary to consider explicitly matrices of $\mathbf{R}$ and their multiplication table.

Further simplifications will come from the fact that we are looking for the isotropy (sub) groups only. These simplifications will follow from the representation theory of space groups. However, before indulging in these intricacies, we can state two immediate results regarding isotropy groups: $\mathbf{R}$ (or $\boldsymbol{G}$ ) and $\mathbf{E}$ (or Ker $G$ ), $\mathbf{E}$ consists of the identity element only, are isotropy groups having the subduction frequencies ( $\mathbf{R}$ is assumed irreducible, different from the identity representation)

$$
\begin{equation*}
i(\mathbf{R})=i(\boldsymbol{G})=0 \tag{55}
\end{equation*}
$$

and

$$
\begin{equation*}
i(\mathbf{E})=i(\operatorname{Ker} G)=c, \tag{56}
\end{equation*}
$$

where $c$, the dimension of the space $C$, is the degeneracy of the representation $\mathbf{R}$.

We will now briefly introduce the necessary notation of the theory of space group irreducible representations. We will, when possible, adopt the approach and the notation of Ref. 14.

## C. Irreducible representations

Irreducible representations of space groups are induced from particular representations of their subgroups $G\left(\vec{k}_{1}\right)$. $G\left(\vec{k}_{1}\right)$ is the little group of a wave vector $\vec{k}_{1}$ from the first Brillouin zone. That is, $G\left(\vec{k}_{1}\right)$ contains all those elements in $G$ whose rotation-reflections $\stackrel{\rightharpoonup}{\phi}$ leave $\vec{k}_{1}$ invariant, modulo a reciprocal lattice vector $\vec{m}$. Under the action of all elements $\stackrel{\overleftrightarrow{\phi}}{ }$ of $P$ on $\vec{k}_{1}$, a set of different wave vectors $\left\{\vec{k}_{1}, \vec{k}_{2}, \ldots, \vec{k}_{s}\right\}$, called the star of $\vec{k}_{1}$ and denoted shortly $\{1,2, \ldots, s\}$, will be generated. These wave vectors are in one-to-one correspondence with the coset representatives $\left\{\vec{\tau}^{\sigma} \mid \vec{\phi}^{\sigma}\right\}, \sigma=1,2, \ldots, s$, in the coset decomposition of $G$ with respect to $G\left(\overrightarrow{k_{1}}\right)$ :

$$
\begin{equation*}
\vec{k}_{\sigma}=\stackrel{\rightharpoonup}{\phi}^{\sigma} \cdot \vec{k}_{1}+\vec{m} \tag{57}
\end{equation*}
$$

where $\vec{m}$ is a reciprocal lattice vector.
A little irreducible representation $D^{\vec{k}_{1}}$ of $G\left(\vec{k}_{1}\right)$, with characters $\chi^{\vec{k}_{1}}$, satisfies

$$
\begin{equation*}
D^{\dot{k}_{1}(\vec{n})}=e^{i \vec{k}_{1} \cdot \vec{n}} I \tag{58}
\end{equation*}
$$

where $\vec{n}$ is a pure lattice translation and $I$ is the $c / s$-dimensional identity matrix (note that we use a plus sign convention in the exponential, like in Ref. 17, instead of a minus sign in Ref. 14). The representation $\mathbf{R}$ induced from $D^{\vec{k}_{1}}$ is given in a block-matrix form,
$\rho_{\alpha \beta}(g)=\dot{D}\left(\left\{\vec{\tau}^{\alpha} \mid \vec{\phi}^{\alpha}\right\}^{-1} \circ g \circ\left\{\vec{\tau}^{\beta} \mid \vec{\phi}^{\beta}\right\}\right), \quad \alpha, \beta=1,2, \ldots, s$.
The dotted matrix $\dot{D}(g)$ is

$$
\dot{D}(g)= \begin{cases}D^{\vec{k}_{1}}(g), & g \in G\left(\vec{k}_{1}\right)  \tag{60}\\ 0, & g \notin G\left(\vec{k}_{1}\right) .\end{cases}
$$

Therefore, the full-group characters of $\mathbf{R}$ may be written as

$$
\begin{equation*}
\chi(g)=\sum_{\sigma=1}^{s} \chi_{\sigma}(g) \tag{61}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi_{\sigma}(g)=\dot{\chi}\left(\left\{\vec{\tau}^{\sigma} \mid \ddot{\phi}^{\sigma}\right\}^{-1} \circ g \circ\left\{\vec{\tau}^{\sigma} \mid \stackrel{\phi}{\phi}^{\sigma}\right\}\right) \tag{62}
\end{equation*}
$$

and the dotted character $\dot{\chi}(g)$ is

$$
\dot{\chi}(g)= \begin{cases}\chi^{\vec{k}^{\prime}}(g), & g \in G\left(\vec{k}_{1}\right)  \tag{63}\\ 0, & g \notin G\left(\vec{k}_{t}\right)\end{cases}
$$

Lattice translations $\vec{n}$ are represented by diagonal matrices in $\mathbf{R}$,

$$
\begin{equation*}
\rho_{\alpha \beta}(\vec{n})=\delta_{\alpha \beta} e^{i \vec{k}_{\kappa} \cdot \vec{n}} I \tag{64}
\end{equation*}
$$

The associated character is

$$
\begin{equation*}
\chi(\vec{n})=\frac{c}{S} \sum_{\sigma=1}^{s} e^{i \vec{k}_{\sigma} \cdot \vec{n}} \tag{65}
\end{equation*}
$$

Similarly, the character of any element $\vec{n} \circ g$ is

$$
\begin{equation*}
\chi(\vec{n} \circ g)=\sum_{\sigma=1}^{s} e^{i \vec{k}_{k^{\prime \prime}}} \chi_{\sigma}(g) \tag{66}
\end{equation*}
$$

Consequently, in order to know characters of all elements in $G$, it suffices to know only the partial characters $\chi_{\sigma}$ for the coset representatives, Eq. (20), forming the group $P$.

These are all the results of the representation theory of space groups that are required for further simplifications in a calculation of the isotropy groups.

## III. ISOTROPY GROUPS

Using the results established in previous sections, we can simplify Eq. (6), which gives the subduction frequency. By means of Eq. (61) we first rewrite Eq. (6) as

$$
\begin{equation*}
i(\mathbf{L})=\frac{1}{|\mathbf{L}|} \sum_{g \in \mathbf{L}} \sum_{\sigma\{\{1,2, \ldots, s \mid} \chi_{\sigma}(g) \tag{67}
\end{equation*}
$$

This can be further developed using Eqs. (47), (52), and (53):

$$
\begin{equation*}
i(\mathbf{L})=\sum_{\sigma \in|1,2, \ldots, s|} \frac{1}{\left|\mathbf{T}_{L}\right|\left|\mathbf{P}_{L}\right|} \sum_{i_{\ell} \in \mathbf{T}_{L}} \sum_{\pi_{t} \in \mathbf{P}_{l}} \chi_{\sigma}\left(\vec{t}_{L} \circ \vec{f}_{L} \circ \pi_{L}^{\prime}\right) \tag{68}
\end{equation*}
$$

The last equation, in conjunction with Eq. (66) gives

$$
\begin{equation*}
i(\mathbf{L})=\sum_{\sigma \in \mid 1, \ldots, s}\left[\frac{1}{\left|\mathbf{T}_{L}\right|} \sum_{i_{t} \in \mathbf{T}_{t}} e^{i \vec{k}_{,} \vec{i}_{t}}\right]\left[\frac{1}{\left|\mathbf{P}_{L}\right|} \sum_{\pi_{t} \in \mathbf{P}_{t}} e^{i \vec{k}_{\sigma} \cdot \vec{f}_{l}} \chi_{\sigma}\left(\pi_{L}^{\prime}\right)\right] \tag{69}
\end{equation*}
$$

If we introduce the notation

$$
\begin{equation*}
i_{\sigma}\left(\mathbf{T}_{L}\right) \equiv \frac{1}{\left|\mathbf{T}_{L}\right|} \sum_{t_{L} \in \mathbf{T}_{L}} e^{i \vec{k}_{k_{l}} \cdot \vec{t}_{L}} \tag{70}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{i}_{\sigma}\left(\mathbf{P}_{L}\right) \equiv \frac{1}{\left|\mathbf{P}_{L}\right|} \sum_{\pi_{L} \in \mathbf{P}_{L}} e^{i \vec{k}_{\sigma} \cdot \vec{f}_{L}} \chi_{\sigma}\left(\pi_{L}^{\prime}\right) \tag{71}
\end{equation*}
$$

then $i(\mathbf{L})$ can be written in a simple, condensed form:

$$
\begin{equation*}
i(\mathbf{L})=\sum_{\sigma \in 11,2, \ldots, s\}} i_{\sigma}\left(\mathbf{T}_{L} \mid \tilde{i}_{\sigma}\left(\mathbf{P}_{L}\right)\right. \tag{72}
\end{equation*}
$$

Particularly important is the meaning of $i_{\sigma}\left(\mathbf{T}_{L}\right)$. It is immediately seen that $i_{\sigma}\left(\mathbf{T}_{L}\right)$ is the subduction frequency of $\mathbf{T}_{L}$ for the irreducible representation $\vec{k}_{\sigma}$ of $\mathbf{T}_{L}$ (or, more precisely, of $\left.T_{L}=\operatorname{Ker} T \circ \mathbf{T}_{L}\right)$. Thus, $i_{\sigma}\left(\mathbf{T}_{L}\right)$ is equal to one if $\vec{k}_{\sigma}$ belongs to the reciprocal lattice of $T_{L}$ and it is equal to zero otherwise:

$$
i_{\sigma}\left(\mathbf{T}_{L}\right)= \begin{cases}1, & \vec{k}_{\sigma} \in \widetilde{T}_{L}  \tag{73}\\ 0, & \vec{k}_{\sigma} \notin \widetilde{T}_{L}\end{cases}
$$

where we denote the reciprocal lattice of $T_{L}$ by $\widetilde{T}_{L}$.
The above result implies that the only $\mathbf{L} \subset \mathbf{R}$ with $i(\mathbf{L}) \neq 0[$ for $i(\mathbf{L})=0$ there is only one isotropy group, $\mathbf{L}=\mathbf{R}]$ are such that their $\widetilde{T}_{L}$ contain a nonempty subset $\left\{\vec{k}_{\alpha}, \vec{k}_{\beta}, \ldots\right\}$ of the star $\{1,2, \ldots, s\}$ (we will also use the shortened notation $\{\alpha, \beta, \ldots\}$ for these subsets). The same conclusion may be reached in another way if we first realize that $i(\mathbf{L})>0$ implies $i\left(\mathbf{T}_{L}\right)>0$. Then since

$$
\begin{equation*}
i\left(\mathbf{T}_{L}\right)=\sum_{\sigma \in\{1,2 \ldots, \ldots s} i_{\sigma}\left(\mathbf{T}_{L}\right) \frac{c}{s}, \tag{74}
\end{equation*}
$$

we arrive at the same restrictions on $\mathbf{T}_{L}$. Therefore, it appears that "allowed" translation subgroups $\mathbf{T}_{L}$, that is, the only translation subgroups which may occur as the transla-
tion subgroups of isotropy groups, can conveniently be labeled by subsets $\{\alpha, \beta, \ldots\}$ of the star $\{1,2, \ldots, s\}$.

The above derivation hints that $\widetilde{T}_{L}$ (rather than $T_{L}$ ) is to be determined in practice directly from nonequivalent subsets $\{\alpha, \beta, \ldots\}$ of the star $\{1,2, \ldots, s\}$. Here we refer to $P$-equivalence: $\left\{\alpha^{\prime}, \beta^{\prime}, \ldots\right\}$ is $P$-equivalent to $\left\{\alpha^{\prime \prime}, \beta^{\prime \prime}, \ldots\right\}$ if, by definition, there is a rotation-reflection $\ddot{\phi}$ in some $p \in P$ (it suffices to look for $p \in \mathbf{P}$ ) such that

$$
\left\{\vec{\phi} \cdot \vec{k}_{c^{\prime}}, \stackrel{\rightharpoonup}{\phi} \cdot k_{\beta^{\prime}}, \ldots\right\}=\left\{\vec{k}_{\alpha^{\prime \prime}}+\vec{m}_{c^{\prime \prime}}, \vec{k}_{\beta^{\prime \prime}}+\vec{m}_{\beta^{\prime \prime}}, \ldots\right\},(75)
$$

where $\vec{m}_{\alpha \prime}, \vec{m}_{\beta \prime \prime}, \ldots \in \bar{T}$ and the equality is the equality of two sets regardless of the ordering of elements. An immediate consequence of this definition is that the two subsets can only be $P$-equivalent if they contain the same number of wave vectors from the star. It should be noted that this $P$ equivalence is to be distinguished from a $T$-equivalence which will be introduced in the next section.

## A. Substar. Translation group

If we take a subset $\left\{\alpha^{\prime}, \beta^{\prime}, \ldots\right\}$ then we can generate (it suffices to stay in the first Brillouin zone of $T$ ) a reciprocal lattice $\widetilde{T}_{L}$, in the following way. A general element $\vec{m}_{L}$ of $\widetilde{T}_{L}$ is given by

$$
\begin{equation*}
\vec{m}_{L}=\vec{m}+l_{\alpha^{\prime}} \vec{k}_{\alpha^{\prime}}+l_{\beta} \cdot \vec{k}_{\beta}+\cdots \tag{76}
\end{equation*}
$$

where $\vec{m}$ is a reciprocal lattice translation, $\vec{m} \in \widetilde{T}$, and $l_{\alpha^{\prime}}, l_{\beta^{\prime}}, \ldots$ are integers. Therefore, we will denote $\widetilde{\mathrm{T}}_{L}$, the intersection of $\widetilde{T}_{L}$ and the first Brillouin zone of $T$, symbolically as

$$
\begin{equation*}
\widetilde{\mathbf{T}}_{L}=\widetilde{\mathbf{T}}+\left\{\alpha^{\prime}, \beta^{\prime}, \ldots\right\} . \tag{77}
\end{equation*}
$$

The lattice $\widetilde{\mathbf{T}}_{L}$ obtained in the above manner may contain additional vectors $\vec{k}_{\alpha^{\prime \prime}}, \vec{k}_{\beta^{\prime \prime}}, \ldots$ which are from the star but which are not in the original subset $\left\{\alpha^{\prime}, \beta^{\prime}, \ldots\right\}$. In such a case the subset $\left\{\alpha^{\prime}, \beta^{\prime}, \ldots\right\}$ may be enlarged by all such vectors $\vec{k}_{\alpha^{\prime \prime}}, \vec{k}_{\beta^{\prime \prime}}, \ldots$. The enlarged subset $\left\{\alpha^{\prime}, \beta^{\prime}, \ldots, \alpha^{\prime \prime}, \beta^{\prime \prime}, \ldots\right\}$ $\equiv\{\alpha, \beta, \ldots\}$, which is the intersection of $\widetilde{\mathrm{T}}_{L}$ and the star $\{1,2, \ldots, s\}$, may be used to uniquely label the allowed lattices $\mathbf{T}_{L} .{ }^{11}$ Such a subset, $\{\alpha, \beta, \ldots\}$, we will call a substar. In order to distinguish a substar from a subset we will denote a substar by $[\alpha, \beta, \ldots]$. By definition
$[\alpha, \beta, \ldots]=\widetilde{\mathbf{T}}_{L} \cap\{1,2, \ldots, s\}=(\widetilde{\mathbf{T}}+[\alpha, \beta, \ldots]) \cap\{1,2, \ldots, s\}$, which may in turn be taken as the defining relation for a substar $[\alpha, \beta, \ldots]$.

The existence of a substar leads naturally to a notion of $T$-equivalence among subsets of a star: two subsets $\left\{\alpha^{\prime}, \beta^{\prime}, \ldots\right\}$ and $\left\{\alpha^{\prime \prime}, \beta^{\prime \prime}, \ldots\right\}$ are $T$-equivalent if, by definition, they generate the same reciprocal lattice $\widetilde{\mathrm{T}}_{L}$. Therefore, a substar may be defined as the maximal subset among $T$-equivalent ones. That is, a substar is the union of all $T$-equivalent subsets. In contrast to $P$-equivalent subsets, two $T$-equivalent subsets can have a different number of elements.

Each substar $[\alpha, \beta, \ldots]$, determines an allowed reciprocal lattice $\widetilde{\mathbf{T}}_{L} \equiv \widetilde{\mathbf{T}}[\alpha, \beta, \ldots]$,

$$
\begin{equation*}
\widetilde{\mathbf{T}}[\alpha, \beta, \ldots]=\widetilde{\mathbf{T}}+[\alpha, \beta, \ldots] \tag{79}
\end{equation*}
$$

whose reciprocal lattice $\mathbf{T}[\alpha, \beta, \ldots]$, equal to an allowed translation group $\mathbf{T}_{L}$, is unique. It should be remembered that an allowed translation group $T[\alpha, \beta, \ldots]$ is always given by

$$
\begin{equation*}
T[\alpha, \beta, \ldots]=\operatorname{Ker} T \circ \mathbf{T}[\alpha, \beta, \ldots] \tag{80}
\end{equation*}
$$

The following remarks should help us to choose a strategy for determining all possible substars and associated lattices.

If a subset $\left\{\alpha^{\prime}, \beta^{\prime}, \ldots\right\}$ generates a substar $[\alpha, \beta, \ldots]$, then a subset $\left\{\alpha^{\prime \prime}, \beta^{\prime \prime}, \ldots\right\}$ which satisfies

$$
\begin{equation*}
\left\{\alpha^{\prime}, \beta^{\prime}, \ldots\right\} \subset\left\{\alpha^{\prime \prime}, \beta^{\prime \prime}, \ldots\right\} \subseteq[\alpha, \beta, \ldots] \tag{81}
\end{equation*}
$$

needs not to be considered since it would generate the same substar. Furthermore, if $\vec{k}_{\alpha}$ is in a substar then $-\vec{k}_{\alpha}$ belongs to the associated $\widetilde{\mathbf{T}}[\alpha, \beta, \ldots]$. Thus, whenever $\vec{k}_{\alpha}$ and $-\vec{k}_{\alpha}$ belong to the star, then $\vec{k}_{\alpha}$ and $-\vec{k}_{\alpha}$ occur in the same substars. Note also that the star $\{1,2, \ldots, s\}$ is trivially a substar and

$$
\begin{equation*}
\mathbf{T}[1,2, \ldots, s]=\mathbf{E} \tag{82}
\end{equation*}
$$

We can also consider an "empty" substar, denoted [0], in order to obtain

$$
\begin{equation*}
\mathbf{T}[0]=\mathbf{T} \tag{83}
\end{equation*}
$$

which leads to $\mathbf{L}=\mathbf{R}$.
An effective procedure for determining substars and associated translation subgroups is to work in an ascending fashion from one vector subsets to the full star. Working in an ascending fashion means that a subset should be examined before any other subset containing it has been examined. In this process the above-mentioned remarks, and in particular Eq. (81), should be observed. Furthermore, one needs only to consider non- $P$-equivalent subsets [see Lemma (i) in Sec. I]. Following this procedure a set of all substars [ $\alpha$, $\beta, \ldots]$ and a set of associated translation subgroups $\mathrm{T}[\alpha, \beta, \ldots]$ will be found. We emphasize that these will be the only possible translation subgroups of the isotropy groups.

Utilizing the above results the subduction frequency of $\mathrm{T}[\alpha, \beta, \ldots]$, Eq. (73), is

$$
i_{\sigma}(\mathbf{T}[\alpha, \beta, \ldots])= \begin{cases}1, & \sigma \in[\alpha, \beta, \ldots]  \tag{84}\\ 0, & \sigma \notin[\alpha, \beta, \ldots]\end{cases}
$$

As a consequence the subduction frequency of an isotropy group, Eq. (72), is simplified to

$$
\begin{equation*}
i(\mathbf{L})=\sum_{\sigma \in|\alpha, \beta, \ldots|} \tilde{i}_{\sigma}\left(\mathbf{P}_{L}\right) \tag{85}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{L}=\mathbf{T}[\alpha, \beta, \ldots] \circ \mathbf{P}_{L} \tag{86}
\end{equation*}
$$

and $[\alpha, \beta, \ldots]$ is a substar.
The quantity $\tilde{i}_{\sigma}\left(\mathbf{P}_{L}\right)$ needs to be calculated next. Thus, any further simplifications will stem from an analysis of $\mathbf{P}_{L}$.

## B. Substar. Point group

In the following analysis we will assume a substar $[\alpha, \beta, \ldots]$ and the associated translation group $\mathbf{T}[\alpha, \beta, \ldots]$ to be determined. This automatically restricts possible additional fractional translations $\vec{f}_{L}$ associated with the elements in $\mathbf{P}_{L}$. They must, cf. Eq. (50), belong to the quotient group $\mathbf{F}[\alpha, \beta, \ldots]$,

$$
\begin{equation*}
\mathbf{F}[\alpha, \beta, \ldots] \equiv \mathbf{T} / \mathbf{T}[\alpha, \beta, \ldots] \tag{87}
\end{equation*}
$$

An obvious restriction on rotation-reflections $\vec{\phi}_{L}$ of $\mathbf{P}_{L}$ is that they must leave the lattice $T[\alpha, \beta, \ldots]$ invariant. Due to
the maximality property of substars (with respect to $T$-equivalence), this restriction on $\overleftrightarrow{\phi}_{L}$ is equivalent to a requirement that $\stackrel{\rightharpoonup}{\phi}_{L}$ should leave the substar $[\alpha, \beta, \ldots]$ invariant (modulo $\widetilde{T}$ ). Therefore, we are naturally led to generalizing the notion of a little group: the little group $\mathbf{R}[\alpha, \beta, \ldots]$ of a substar [ $\alpha, \beta, \ldots]$ is a subgroup of $\mathbf{R}$ which consists of all elements whose rotation-reflections leave the substar invariant. The associated little space group is given after Eq. (5) as

$$
\begin{equation*}
G[\alpha, \beta, \ldots]=\mathbf{R}[\alpha, \beta, \ldots] \circ \operatorname{Ker} G \tag{88}
\end{equation*}
$$

Similarly, the little point-group $\mathrm{P}[\alpha, \beta, \ldots]$ of a substar $[\alpha, \beta, \ldots]$ is a subgroup of $\mathbf{P}$ which consists of all elements whose rotation-reflections leave the substar invariant. Note that

$$
\begin{equation*}
P[\alpha, \beta, \ldots]=\mathbf{P}[\alpha, \beta, \ldots] \circ \overline{\operatorname{Ker}} P \tag{89}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\mathbf{R}[\alpha, \beta, \ldots]=\mathbf{T} \circ \mathbf{P}[\alpha, \beta, \ldots] \tag{90}
\end{equation*}
$$

(the set $\overline{\mathbf{R}}[\alpha, \beta, \ldots]$,

$$
\begin{equation*}
\overline{\mathbf{R}}[\alpha, \beta, \ldots]=\mathbf{T}[\alpha, \beta, \ldots] \circ \mathbf{P}[\alpha, \beta, \ldots] \tag{91}
\end{equation*}
$$

which is included in $\mathbf{R}[\alpha, \beta, \ldots]$, is not in general a group).
With the above definitions established we see that an isotropy group $\mathbf{L}$ must be a subgroup of $\mathbf{R}[\alpha, \beta, \ldots]$,

$$
\begin{equation*}
\mathbf{L} \subseteq \mathbf{R}[\alpha, \beta, \ldots] \tag{92}
\end{equation*}
$$

and $\mathbf{P}_{L}^{\prime}$, Eq. (54), must be a subgroup of $\mathbf{P}[\alpha, \beta, \ldots]$,

$$
\begin{equation*}
\mathbf{P}_{L}^{\prime} \subseteq \mathbf{P}[\alpha, \beta, \ldots] \tag{93}
\end{equation*}
$$

The difference between $\mathbf{P}_{L}^{\prime}$ and $\mathbf{P}_{L}$, Eqs. (49) and (54), is essential due to the possible additional fractional translations coming from $\mathbf{F}[\alpha, \beta, \ldots]$.

The construction of a subgroup $L$ proceeds by choosing a subgroup $\mathbf{P}_{L}^{\prime}$ of $\mathbf{P}[\alpha, \beta, \ldots]$. $\mathbf{P}_{L}^{\prime}$ is then amended by additional fractional translations from $\mathbf{F}[\alpha, \beta, \ldots]$ in order to construct $\mathbf{P}_{L}$. A choice of additional fractional translations (several different choices may be possible) must be made in such a way that $\mathrm{L}=\mathbf{T}[\alpha, \beta, \ldots] \circ \mathbf{P}_{L}$ is indeed a group. If such a choice is not possible, then another $\mathbf{P}_{L}^{\prime} \subseteq \mathbf{P}[\alpha, \beta, \ldots]$ must be chosen. Consequently, a general element $\pi_{L}$ in $\mathbf{P}_{L}$ will be given by Eq. (53) with

$$
\begin{equation*}
\vec{f}_{L} \in \mathbf{F}[\alpha, \beta, \ldots] \tag{94}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi_{L}^{\prime} \in \mathbf{P}_{L}^{\prime} \subseteq \mathbf{P}[\alpha, \beta, \ldots] \tag{95}
\end{equation*}
$$

With each $\pi_{L}^{\prime}$ only one additional fractional translation is associated. ${ }^{18}$

Equation (85), with Eq. (71) and Eqs. (86), (94), and (95), represent a significant simplification in determining potential isotropy groups and in calculating their subduction frequencies. These equations are the key to a systematic and effective procedure for a determination of all isotropy groups of $\mathbf{R}$.

Before describing the aforementioned procedure we will make several useful technical remarks.

## C. Technical remarks

It was already mentioned that a choice of new fractional translations $\vec{f}_{L}$ must be made in such a way that the group property is satisfied. That is, a composition of two elements
$\pi_{L 1}=\vec{f}_{L 1}{ }^{\circ} \pi_{L 1}^{\prime}$ and $\pi_{L 2}=\vec{f}_{L 2}{ }^{\circ} \pi_{L 2}^{\prime}$ from $\mathbf{P}_{L}$ must give a third element $\pi_{L 3}=\vec{f}_{L 3} \circ \pi_{L 3}^{\prime}$ from $\mathbf{P}_{L}$. More explicitly,

$$
\begin{equation*}
\pi_{L 1} \circ \pi_{L 2}=\vec{n} \circ\left(\vec{t}_{L} \circ \vec{\pi}_{L 3}\right)^{\circ} p \tag{96}
\end{equation*}
$$

where $\vec{t}_{L}$ is a lattice translation from $\mathrm{T}[\alpha, \beta, \ldots], \vec{n}$ is a lattice translation from Ker $T$ and $p$ is from $\overline{\operatorname{Ker}} P$. This places a severe restriction on possible choices of the additional fractional translations. It is due to this restriction, for example, that $\overline{\mathbf{R}}[\alpha, \beta, \ldots]$, Eq. (91), is not a group in general (this is a particular choice, $\mathbf{P}_{L}^{\prime}=\mathbf{P}[\alpha, \beta, \ldots]$ and all $\left.\vec{f}_{L}=\overrightarrow{0}\right)$. A direct consequence of Eq. (96) is that if $\left\{\vec{\tau}_{L} \mid \stackrel{\leftrightarrow}{\phi}_{L}\right\}$ is in $\mathbf{P}_{L}^{\prime}$ and $\left(\stackrel{\leftrightarrow}{\phi}_{L}\right)^{q}$ $=\vec{\epsilon}(q$ is either $1,2,3,4$ or 6 ), then the associated additional fractional translations $\vec{f}_{L}$ must satisfy

$$
\begin{equation*}
\left(\vec{f}_{L} \circ\left\{\vec{\tau}_{L} \mid \vec{\phi}_{L}\right\}\right)^{q}=\vec{n} \circ \vec{t}_{L} \tag{97}
\end{equation*}
$$

where $\vec{t}_{L} \in \mathbf{T}[\alpha, \beta, \ldots]$ and $\vec{n} \in \operatorname{Ker} T$. This simpler restriction often suffices to make consistent choices of the additional fractional translations.

Another, indirect check of the group property for a particular choice of the additional fractional translations comes from a requirement that the subduction frequency shall be a nonnegative integer. This requirement also eliminates some of the choices for the point group $\mathbf{P}_{L}^{\prime}$.

The next remark regards the actual applications of the chain criterion. Namely, from the formulation of the criterion it is clear that subgroups $L$ should be examined in a descending fashion. That is, a group $\mathbf{L}$ should be considered only after all of its supergroups have been considered. In this fashion the subduction frequency $i(\mathbf{L})$ of a subgroup $\mathbf{L}$ needs to be compared with the subduction frequencies $i\left(\mathbf{L}^{\prime}\right)$ of previously examined subgroups $L^{\prime}$. If it then turns out that there is a supergroup $\mathbf{L}^{\prime}$ of $\mathbf{L}$ such that $i\left(\mathbf{L}^{\prime}\right)=i(\mathbf{L})$, then $\mathbf{L}$ is not an isotropy group; otherwise, $L$ is an isotropy group.

This principle, proceeding in a descending fashion, is useful to apply along two lines. One line is making a selection of translation subgroups $\mathbf{T}_{L}=\mathbf{T}[\alpha, \beta, \ldots]$ in a descending fashion (which is equivalent to selecting substars $[\alpha, \beta, \ldots]$ in an ascending fashion). The other line is that at any given $\mathbf{T}[\alpha, \beta, \ldots]$ a selection of point groups $\mathbf{P}_{L}^{\prime} \subseteq \mathbf{P}[\alpha, \beta, \ldots]$ is made in a descending fashion. This is convenient for the following reason. If $L^{\prime}$ is a supergroup of $L\left[L^{\prime}\right.$ and $L$ are assumed to be of the general form Eq. (86)], then there are two possibilities,

$$
\begin{equation*}
\mathbf{T}_{L}=\mathbf{T}_{L}=\mathbf{T}[\alpha, \beta, \ldots] \tag{98}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{T}_{L}=\mathbf{T}[\alpha, \beta, \ldots] \subset \mathbf{T}_{L},=\mathbf{T}\left[\alpha^{\prime}, \beta^{\prime}, \ldots\right] \tag{99}
\end{equation*}
$$

In the first case it is necessary that

$$
\begin{equation*}
\mathbf{P}_{L}^{\prime} \subset \mathbf{P}_{L}^{\prime}, \subseteq \mathbf{P}[\alpha, \beta, \ldots] \tag{100}
\end{equation*}
$$

whereas in the second case

$$
\begin{equation*}
\mathbf{P}_{L}^{\prime} \subseteq \mathbf{P}_{L}^{\prime} \subseteq \subseteq \mathbf{P}\left[\alpha^{\prime}, \beta^{\prime}, \ldots\right] \tag{101}
\end{equation*}
$$

Therefore, when the subduction frequency $i(\mathbf{L})$ is calculated it will be compared first with all the supergroups $L^{\prime}$ of $L$ (which will have all been already calculated due to the "descending" principle) with the same translation group $\mathbf{T}[\alpha, \beta, \ldots]=\mathbf{T}_{L}=\mathbf{T}_{L^{\prime}}$. Then, if there is no such supergroup $\mathbf{L}^{\prime}$ with $i\left(\mathbf{L}^{\prime}\right)=i(\mathbf{L}), \mathbf{L}$ may be an isotropy group. Otherwise, $\mathbf{L}$ is not an isotropy group. In case $\mathbf{L}$ passes this test, $i(\mathbf{L})$ has
to be compared with $i\left(\mathbf{L}^{\prime}\right)$ of its supergroups $\mathrm{L}^{\prime}$ with larger translation groups $\mathbf{T}\left[\alpha^{\prime}, \beta^{\prime}, \ldots\right]=\mathbf{T}_{L}$, (that is, smaller substars $\left[\alpha^{\prime}, \beta^{\prime}, \ldots\right]$ ) satisfying Eq. (101). These will have also been already calculated due to the "descending" principle. Then, if there is no such supergroup $\mathbf{L}^{\prime}$ with $i(\mathbf{L}$ ') $=i(\mathbf{L}), \mathbf{L}$ is an isotropy group. Otherwise, $L$ is not an isotropy group.

Suppose that in the second case discussed above there is an $\mathbf{L}^{\prime}$ with $i(\mathbf{L})=i\left(\mathbf{L}^{\prime}\right)$. Then we can always construct a group $\mathbf{L}^{\prime \prime}$,

$$
\begin{equation*}
\mathbf{T}_{L}{ }^{\prime \prime}=\mathbf{T}_{L},=\mathbf{T}\left[\alpha^{\prime}, \beta^{\prime}, \ldots\right] \tag{102}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{P}_{L^{\prime \prime}}=\mathbf{P}_{L}, \tag{103}
\end{equation*}
$$

such that $\mathbf{L} \subset \mathbf{L}^{\prime \prime} \subseteq \mathbf{L}^{\prime}$ (that is, we break $\mathbf{L} \subset \mathbf{L}^{\prime}$ into its equitranslational, $\mathbf{L}^{\prime \prime} \subseteq \mathbf{L}^{\prime}$, and equirotational, $\mathbf{L} \subset \mathbf{L}^{\prime \prime}$, parts) and

$$
\begin{equation*}
i(\mathbf{L})=i\left(\mathbf{L}^{\prime \prime}\right)=i\left(\mathbf{L}^{\prime}\right) \tag{104}
\end{equation*}
$$

On the other hand, Eqs. (85) and (71) imply

$$
\begin{equation*}
i(\mathbf{L})=i\left(\mathbf{L}^{\prime \prime}\right)+\sum_{\sigma \in\left[\alpha, \beta, \ldots \backslash \backslash \alpha^{\prime}, \beta^{\prime}, \ldots\right]} \tilde{i}_{\sigma}\left(\mathbf{P}_{L}\right), \tag{105}
\end{equation*}
$$

where $A \backslash B$ denotes elements in $A$ but not in $B$. Consequent$\mathrm{ly}, i(\mathbf{L})=i\left(\mathbf{L}^{\prime}\right)$ implies

$$
\begin{equation*}
\sum_{\sigma \in\left[\alpha, \beta \ldots \backslash\left[\alpha^{\prime}, \beta^{\prime} \ldots\right]\right.} \tilde{i}_{\sigma}\left(\mathbf{P}_{L}\right)=0 . \tag{106}
\end{equation*}
$$

Conversely, Eq. (106) implies $i(\mathbf{L})=i\left(\mathbf{L}^{\prime \prime}\right)$ and $\mathbf{L}$ will not be an isotropy group. Therefore, the second case is reformulated: if there is no such supergroup $L^{\prime}$ [satisfying Eqs. (99) and (101)] with Eq. (106) fulfilled $\mathbf{L}$ is an isotropy group. Otherwise $\mathbf{L}$ is not an isotropy group.

As a final remark we mention another merit of the "descending" principle. Due to the chain property of the chain criterion, we do not need to compare $i\left(\mathbf{L}^{\prime}\right)$ and $i(\mathbf{L})$ for all supergroups $\mathbf{L}^{\prime}$ of $\mathbf{L}$. It suffices to compare $i\left(\mathbf{L}^{\prime}\right)$ and $i(\mathbf{L})$ of only those supergroups $\mathbf{L}^{\prime}$ of $\mathbf{L}$ which have already been found to be isotropy groups. Furthermore, due to a similar argument it suffices to check only the immediate isotropy supergroups $\mathbf{L}^{\prime}$ of $\mathbf{L}$. That is, an isotropy supergroup $\mathbf{L}^{\prime \prime}$ of $\mathbf{L}$ needs not to be compared if there is an isotropy supergroup $L^{\prime}$ of $L$ which is a subgroup of $L^{\prime \prime}$. This general remark applies equally to equitranslational and equirotational examinations of supergroups of $L$. We also note that a similar type of an argument led to a conclusion after Eq. (106).

## D. Algorithm

We are now in a position to formulate a systematic step by step procedure for finding all isotropy groups associated with a particular representation $\mathbf{R}$ of $G$.

Step 0 : As a preliminary step, establish a particular choice of $P$ and find partial characters $\chi_{\sigma}$, Eq. (62), for elements of $P$. Then, from the character table, find all elements $\vec{n}^{\circ} p$ of Ker $G$ which obey

$$
\begin{equation*}
\chi_{\sigma}(\vec{n} \circ p)=c / s, \quad \sigma=1,2, \ldots, s \tag{107}
\end{equation*}
$$

This automatically gives the elements of Ker $T$ and $\overline{\operatorname{Ker}} P$. Next, construct groups T and P, Eqs. (37) and (39).

Step 1: Proceeding in an ascending fashion determine
all substars $[\alpha, \beta, \ldots]$. In the process construct all $\mathbf{T}[\alpha, \beta, \ldots]$, $\mathbf{F}[\alpha, \beta, \ldots]$, and $\mathbf{P}[\alpha, \beta, \ldots]$ (Secs. IIIA and IIIB).

Step 2: Select a $\mathrm{T}[\alpha, \beta, \ldots]$ in a descending fashion.
Step 3: Select a $\mathbf{P}_{L}^{\prime} \subseteq \mathbf{P}[\alpha, \beta, \ldots]$ in a descending fashion.
Step 4: Select a set of compatible additional fractional translations from $\mathrm{F}[\alpha, \beta, \ldots]$ and form L . If no such set exists proceed to Step 8. [In Steps 3 and 4 a group property must be observed and, for $\mathbf{L} \neq \mathbf{R}, i(\mathbf{L})$ must be a positive integer].

Step 5: Calculate $i(\mathrm{~L})$.
Step 6: Check, at the same substar, whether there is an immediate isotropy supergroup $\mathbf{L}^{\prime}$ of $\mathbf{L}$ such that $i\left(\mathbf{L}^{\prime}\right)=i(\mathbf{L})$ [equitranslational examination, Eqs. (98) and (100)]. If the answer is no, proceed to the next step. If the answer is yes, $L$ is not an isotropy group; proceed to Step 8.

Step 7: Check if there is an immediate isotropy super$\operatorname{group} \mathbf{L}^{\prime}$ of $\mathbf{L}$ at a substar $\left[\alpha^{\prime}, \beta^{\prime}, \ldots\right]$ contained in $[\alpha, \beta, \ldots]$ such that Eq. (106) is fulfilled [equirotational examination, Eqs. (99) and (101)]. If the answer is no, $L$ is an isotropy group; proceed to the next step. If it is yes, $L$ is not an isotropy group.

Step 8: Make the next selection at Step 4. If all selections have been tested, make the next selection at Step 3. If all selections have been tested, make the next selection at Step 2. If all selections have been tested, all of the isotropy groups $L$ of $\mathbf{R}$ have been determined.

Step 9: Determine all isotropy space groups $L$, each one associated with each one isotropy group $L$ via Eq. (5).

The above procedure completely solves the problem of determining isotropy groups $L$. However, several points should be emphasized.

At various stages of calculations Lemmas (i) to (vi) of Sec. I may be used as a help and/or as an independent check.

It is clear that only isotropy groups which are not equivalent under conjugation in $\mathbf{R}$ need to be considered. In particular, only non- $P$-equivalent substars need to be considered. In the case of a phase transition conjugated isotropy groups are associated with different domains of the same phase. ${ }^{19}$ However, in the case that the conjugation element is an improper rotation, the two isotropy space groups may be physically different (since an improper rotation changes the handedness of the coordinate frame), having different space group labels, and both should be listed.

In the case where $\mathbf{R}$ is small or its structure (the lattice of subgroups, etc.) known, a direct determination of isotropy subgroups may be feasible. Then Steps 1 to 8 are omitted but an identification of complete matrices in $\mathbf{R}$ and their identification with elements in $G$ must be made in Step 0 .

When an isotropy space group $L$ has been found its elements will be expressed in the same coordinate system in which the elements of $G$ have been defined. In order to identify $L$ as a particular space group a different coordinate system, such as given in Ref. 16, may be required. For example, if the original coordinate system is translated by $\vec{\tau}_{0}$ and then rotated by $\overleftrightarrow{\phi}_{0}$ the elements of $L$ expressed in the new coordinate system are exactly the same as those of a conjugate space group $L_{0}$,

$$
\begin{equation*}
L_{0}=\left\{\vec{\tau}_{0} \mid \vec{\phi}_{0}\right\}^{-1} \circ L \circ\left\{\vec{\tau}_{0} \mid \vec{\phi}_{0}\right\} \tag{108}
\end{equation*}
$$

expressed in the original coordinate system.

The isotropy groups $L$ should be listed by their conventional space-group name with an identification of their Bravais lattices (in terms of the Bravais lattice $T$ ) and with an identification of the shift of the origin $\vec{\tau}_{0}$, and of relative orientation of the axes $\overleftrightarrow{\phi}_{0}\left(\left\{\vec{\tau}_{0} \mid \stackrel{\rightharpoonup}{\phi}_{0}\right\}\right.$ brings $L$ into a standard setting $L_{0}$ while $G$ may be taken from the start in such a standard setting). A standard setting may be taken, for example, as given in Ref. 16. Additional useful informations to be listed are the subduction frequency $i(L)$ and the number of domains different but equivalent under conjugation in $G$, excluding those with different handedness. The equivalent space groups which are not conjugate in $G$ should be clearly distinguished (they would have $\left\{\vec{\tau}_{0} \mid \stackrel{\rightharpoonup}{\phi}_{0}\right\}$ differing by an element not in $G$ ).

In the next section we will demonstrate on a concrete example an effective application of the algorithm presented above.

## IV. APPLICATION

In this section we will present a detailed application of the algorithm developed above. We will consider a spacegroup $O_{h}^{3}$. This space group is interesting for several reasons. For example, many compounds have a crystallographic structure compatible with this space group. Among such compounds are much studied high temperature superconductors, like $\mathrm{V}_{3} \mathrm{Si}$, which share A15 structure. Furthermore, $O_{h}^{3}$ as a nonsymmorphic space group illustrates peculiarities associated with such a more general case.

The group theory of $O_{h}^{3}$ has been discussed by various authors ${ }^{20}$ and the irreducible representations are known. These representations may be obtained from several tables of space-group representations. ${ }^{15,17,21}$

We choose to consider the irreducible representation $X(3)$ (in the notation of Ref. 17). This representation is associated with a nonzero wave vector and it is six-dimensional. Thus, it offers generality and complexity sufficient for an appreciation of the algorithm. On the other hand, this representation is sufficiently simple that it can be presented in some detail here. $X$-point representations have also been a focus of interest in some theories of electronic structure of A 15 high-temperature superconductors. ${ }^{22,23}$

The group $O_{h}^{3}$ has a simple cubic Bravais lattice $T^{24}$ Therefore, we fix the coordinate frame parallel to the axes of the lattice and denote a pure lattice translation $\vec{n}$ by

$$
\begin{equation*}
\vec{n}=\left(n_{1}, n_{2}, n_{3}\right), \tag{109}
\end{equation*}
$$

where $n_{1}, n_{2}, n_{3}$ are integer components of $\vec{n}$ in the abovementioned frame. Generally, we will denote a vector in direct space by its components relative to this frame in which unit vectors correspond to a single lattice spacing.

The rotation-reflections,

$$
\begin{equation*}
\stackrel{\rightharpoonup}{\phi}_{i}, \quad i=1,2, \ldots, 48 \tag{110}
\end{equation*}
$$

occurring in $O_{h}^{3}$ belong to the point group $O_{h}$. Therefore, $P$ is isomorphic to $O_{h}$. We will use the following convention for $\vec{\phi}_{i}:$

$$
\begin{equation*}
\ddot{\phi}_{i+12}=\ddot{\phi}_{13} \circ \stackrel{\circ}{i}_{i}, \quad i=1,2, \ldots, 12, \tag{111}
\end{equation*}
$$

and

$$
\begin{equation*}
\ddot{\phi}_{i+24}=\ddot{\phi}_{25^{\circ}} \ddot{\phi}_{i}, \quad i=1,2, \ldots, 24, \tag{112}
\end{equation*}
$$

where $\vec{\phi}_{1}$ is the identity, $\vec{\phi}_{13}$ is the inversion, and $\vec{\phi}_{25}$ is the twofold rotation around the ( $1, \overline{1}, 0$ ) direction (note $\overline{1} \equiv-1$ ). This is equivalent to the following decomposition of $O_{h}$ :

$$
\begin{equation*}
O_{h}=\left\{\stackrel{\rightharpoonup}{\phi}_{1}, \stackrel{\rightharpoonup}{\phi}_{25}\right\} \circ T_{h}=\left\{\stackrel{\rightharpoonup}{\phi}_{1}, \stackrel{\rightharpoonup}{\phi}_{25}\right\} \circ\left\{\stackrel{\rightharpoonup}{\phi}_{1}, \vec{\phi}_{13}\right\} \circ T \tag{113}
\end{equation*}
$$

where $T$ is the tetrahedral group (not to be confused with the Bravais lattice).

In order to determine coset representatives

$$
\begin{equation*}
p_{i}, \quad i=1,2, \ldots, 48, \tag{114}
\end{equation*}
$$

forming $P$, we must make a choice of fractional translations $\vec{\tau}_{i}$. The conventional choice (Refs. 16 and 17) is

$$
\vec{\tau}_{i}= \begin{cases}\overrightarrow{0}, & i=1,2, \ldots, 24,  \tag{115}\\ \vec{\tau} \equiv\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right), & i=25,26, \ldots, 48 .\end{cases}
$$

Therefore

$$
p_{i}= \begin{cases}\left\{\overrightarrow{0} \mid \vec{\phi}_{i}\right\}, & i=1,2, \ldots, 24,  \tag{116}\\ \left\{\vec{\tau} \mid \vec{\phi}_{i}\right\}, & i=25,26, \ldots, 48 .\end{cases}
$$

For the coset representatives $p_{i}$ hold relationships similar to Eqs. (111) and (112):

$$
\begin{equation*}
p_{i+12}=p_{13}{ }^{\circ} p_{i} \quad i=1,2, \ldots, 12, \tag{117}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{i+24}=p_{25}{ }^{\circ} p_{i} \quad i=1,2, \ldots, 24 . \tag{118}
\end{equation*}
$$

For the sake of completeness explicit forms of the rotationreflections $\stackrel{\phi}{\phi}_{i}$ and of coset representatives $p_{i}$ are given in Table I.

Since the Bravais lattice of $O_{h}^{3}$ is simple cubic, its reciprocal lattice will be also simple cubic. Therefore, the first Brillouin zone is a cube. We will consider a representation associated with the face centers ( $X$-point). Therefore, let us choose ${ }^{17}$

$$
\begin{equation*}
\vec{k}_{1}=\left(0, \frac{1}{2}, 0\right) . \tag{119}
\end{equation*}
$$

(We will always express the vectors in the direct space in units of the primitive lattice vectors, while the vectors in the reciprocal space, which includes a factor $2 \pi$, we will define in units of primitive reciprocal lattice vectors.) Rotations $\stackrel{\phi}{\phi}_{2}$ and $\vec{\phi}_{3}$ generate the star $[1,2,3]$ of $\vec{k}_{1}$ :

$$
\begin{align*}
& \vec{k}_{2} \equiv \stackrel{\rightharpoonup}{\phi}_{2} \cdot \vec{k}_{1}=\left(0,0, \frac{1}{2}\right),  \tag{120}\\
& \vec{k}_{3} \equiv \stackrel{\rightharpoonup}{\phi}_{3} \cdot \vec{k}_{1}=\left(\frac{1}{2}, 0,0\right) . \tag{121}
\end{align*}
$$

Using Eq. (66) we have immediately

$$
\begin{equation*}
\chi(\vec{n} \circ p)=(-1)^{n^{2}} \chi_{1}(p)+(-1)^{n_{2}} \chi_{2}(p)+(-1)^{n_{1}} \chi_{3}(p), \tag{122}
\end{equation*}
$$

where $\vec{n}=\left(n_{1}, n_{2}, n_{3}\right)$ and $p$ is a coset representative from Table I. Therefore, we need only to determine partial characters $\chi_{\sigma}$ of the coset representatives $p$.

From Ref. 17 we determine partial characters associated with a particular representation $X(3)$. These partial characters are listed in our Table II.

We note that the number of vectors in the star of $\vec{k}_{1}$ is

$$
\begin{equation*}
s=3 \tag{123}
\end{equation*}
$$

and the representation $X(3)$ is six-dimensional:

$$
\begin{equation*}
c=\sum_{\sigma=1}^{3} \chi_{\sigma}\left(p_{1}\right)=6 . \tag{124}
\end{equation*}
$$

TABLE I．Rotation－reflections $\vec{\phi}_{i}$ of $O_{h}$ and the point group coset repre－ sentatives $p_{i}$ of $O_{h}^{3}$ ．We denote the identity by $\mathbb{~}$. ．By $c_{m}(\vec{n})$ we denote coun－ terclockwise rotation for $2 \pi / m$ around $\vec{n}$（as seen from the top of $\vec{n}$ ）．$\sigma(\vec{n}$ ）is a reflection in a plane perpendicular to $\vec{n} \cdot s_{m}(\vec{n}) \equiv \sigma(\vec{n}){ }^{\circ} c_{m}(\vec{n})$ ．The inversion we denote by $i$ ．Superscripts denote powers．$\hat{x}, \hat{y}, \hat{z}$ denote unit vectors in positive directions $x, y, z$ ，respectively．A bar over a number（a letter） denotes minus the number（the letter）．All operations $\phi_{i}$ leave the origin invariant．For convenience we show also the result of actions of $\ddot{\phi}_{i}, \ddot{\phi}_{i}^{-1}$ ， and $p_{i}$ on a general vector $(x, y, z)$ ．We also include notation $h_{i}$ of Refs． 17 and 21 corresponding to $\ddot{\phi}_{i}$ ．Finally，we explicitly show fractional transla－ tions $\vec{\gamma}_{i}$ and the inverse $p_{i}^{-1}$ of a coset representative $p_{i}$ ．The fractional translation $\neq$ is equal to $\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right)$ ．

|  | $\stackrel{\rightharpoonup}{\varphi_{i}}$ | $\overrightarrow{\varphi_{1}} \cdot(x, y, z)$ |  | $\mid \overrightarrow{\varphi_{i}^{1}} \cdot(x, y, z)$ | $\vec{\tau}_{1}$ | $p_{1}=\left[\overrightarrow{\tau_{i}} \mid \vec{\varphi}\right)$ | $p_{i} \bullet(x, y, z)$ | $\mathrm{p}_{\mathrm{i}}{ }^{-1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\vec{\varepsilon}$ | （ $x, y, z$ ） | $\mathrm{h}_{1}$ | $(x, y, z)$ | $\stackrel{\square}{0}$ | $\stackrel{\rightharpoonup}{0}$ | （ $x, y, z$ ） | p． |
| 2 | $\mathrm{c}_{3}(1$ | （ $z, x, y$ ） | $\mathrm{h}_{9}$ | $(y, z, x)$ | $\stackrel{\square}{0}$ | （01c $\left.c_{3}(1, t, 1)\right\}$ | （ $z, x, y$ ） | $\mathrm{P}_{3}$ |
| 3 | $c_{3}^{2}(1,1,1)$ | （ $y, z, x)$ | $h_{5}$ | $(z, x, y)$ | $\stackrel{\square}{0}$ | ［01c $\left.{ }_{3}^{2}(1,1,1)\right\}$ | （ $y, z, x$ ） | $\mathrm{P}_{2}$ |
| 4 | $c_{3}(1$ | （ $\bar{z}, \bar{x}, y)$ | ${ }^{h_{12}}$ | $(\bar{y}, z, \bar{x})$ | 0 | ［0゙1c $\left.{ }_{3}(1, \overline{1}, \overline{1})\right]$ | （ $\bar{z}, \bar{x}, y$ ） | $\mathrm{P}_{5}$ |
| 5 | $c_{3}^{2}(1, \overline{1}, \overline{1})$ | （ $\bar{y}, \bar{z}, \bar{x}$ ） | $\mathrm{h}_{7}$ | （ $\bar{z}, \bar{x}, y$ | 0 | （01c ${ }_{3}^{2}(1, \overline{1}, \overline{1})$ ） | $(\bar{y}, \bar{z}, \bar{x})$ | $p$ d |
| 6 | $c_{3}(1,1, \overline{1})$ | （ $\mathrm{y}, \bar{z}, \bar{x}$ ） | $\mathrm{n}_{6}$ | （ $\bar{z}, \mathrm{x}, \bar{y}$ ） | $\stackrel{-}{0}$ | \｛0ılc $(1,1, \overline{1})$ \} | $(y, \bar{z}, \bar{x})$ | $\mathrm{P}_{7}$ |
| 7 | $c_{3}^{2}(1,1, \overline{1})$ | $(\bar{z}, x, \bar{y})$ | $\mathrm{n}_{11}$ | $(x, \bar{z}, \bar{x})$ | $\stackrel{\square}{0}$ | \｛0ı $\left.\mathrm{c}_{3}^{2}(1,1, \overline{1})\right\}$ | （ $\bar{z}, \mathrm{x}, \bar{y}$ ） | $\mathrm{P}_{6}$ |
| 8 | $c_{3}(1, \overline{1}, 1)$ | $(\bar{y}, \bar{z}, x)$ | $h_{8}$ | $(z, \bar{x}, \bar{y})$ | $\stackrel{\square}{0}$ | 101c $\mathrm{c}_{3}(1, \mathrm{~T}, 1)$ ） | $(\bar{y}, \bar{z}, x)$ | $\mathrm{P}_{9}$ |
| 9 | $c_{3}^{2}(1,1,1)$ | $(z, \bar{x}, \bar{y})$ | ${ }^{n_{10}}$ | （ $\bar{y}, \bar{z}, x)$ | $\bigcirc$ | （0̇ca $\left.{ }_{3}^{2}(1, \overline{1}, 1)\right]$ | （ $z, \bar{x}, \bar{y}$ ） | $\mathrm{P}_{8}$ |
| 0 |  | $(x, \bar{y}, \bar{z})$ | $h_{2}$ | $(x, \bar{y}, \bar{z})$ | $\stackrel{\square}{0}$ | （0̄1c ${ }_{2}(\hat{x})$ ） | $(x, \bar{y}, \bar{z})$ | $\mathrm{P}_{10}$ |
| ， | ${ }_{2}$ | （ $\bar{x}, y, \bar{z}$ ） | $\mathrm{h}_{3}$ | $(\bar{x}, y, \bar{z})$ | $\bar{\square}$ | （0） $\left.\mathrm{cc}_{2}(\hat{y})\right\}$ | $(\bar{x}, y, \bar{z})$ | $\mathrm{P}_{11}$ |
| 2 |  | （ $\bar{x}, \bar{y}, z)$ | $\mathrm{h}_{4}$ | （ $\bar{x}, \bar{y}, z)$ | O | 101c $\left.c_{2}(\hat{z})\right\}$ | z） | $P_{12}$ |
|  |  | （ $\overline{\mathrm{x}}, \overline{\mathrm{y}}, \overline{\mathrm{z}})$ | $\mathrm{h}_{25}$ | （ $\overline{\mathrm{x}}, \overline{\mathrm{y}}, \bar{z}$ ） | 0 | 101 | （ $\bar{x}, \bar{y}, \bar{z})$ | $\mathrm{P}_{13}$ |
| 4 |  | （ $\overline{2}, \bar{x}, \bar{y})$ | $h_{33}$ | （ $\bar{y}, \bar{z}, \bar{x}$ ） | 0 | $\left.1015_{6}^{5}(1,1,1)\right\}$ | （ $\overline{\mathrm{z}}, \overline{\mathrm{x}}, \overline{\mathrm{y}}$ ） | $\mathrm{P}_{15}$ |
| 15 |  | （ $\bar{y}$ | ${ }^{\text {h }}$ 29 | （ $\bar{z}, \bar{x}, \bar{y})$ | O | $\left.10 / s_{6}(1,1,1)\right\}$ | （ $\bar{y}, \bar{z}, \bar{x}$ ） | $\mathrm{P}_{16}$ |
| 16 | $\mathrm{s}_{6}^{5}(1,1, \overline{1})$ | $(z, x, \bar{y})$ | $h_{36}$ | $(y, \bar{z}, x)$ | $\stackrel{ }{\circ}$ | \｛0｜ $\left.5_{6}^{5}(1,1,1,1)\right\}$ | $(z, x, \bar{y})$ | $\mathrm{P}_{17}$ |
|  | $\mathrm{s}_{6}(1, \overline{1}, 1)$ | $(y, \bar{z}, x)$ | $\mathrm{h}_{31}$ | $(z, x, \bar{y})$ | $\stackrel{-}{0}$ | $\left[0 \overline{1 s}_{6}(1, \overline{1}, \overline{1})\right]$ |  | $P_{1}$ |
| 18 |  | （ $\bar{y}, z, x)$ | $\mathrm{h}_{30}$ | （z | $\stackrel{-}{0}$ |  |  | $\mathrm{P}_{9}$ |
| 19 | $\mathrm{s}_{6}(1,1, \overline{1})$ | $(z, \bar{x}, y)$ | $h_{35}$ | （ $\bar{y}, z, x)$ | $\overline{0}$ | $10{ }^{\text {¢ }}$ 6 $\left.(1,1, \overline{1})\right]$ | （ $z, \bar{x}, y$ ） | $\mathrm{P}_{18}$ |
| 20 | $s_{6}^{5}(1, \overline{1}, 1)$ | （ $\mathrm{y}, \mathrm{z}, \overline{\mathrm{x}}$ ） | $h_{32}$ | （ $\bar{z}, x, y)$ | $\bar{\circ}$ | \｛0̄1s $\left.{ }_{5}^{5}(1,1,1)\right]$ | （ $\mathrm{y}, \mathrm{z}, \overline{\mathrm{x}}$ ） | $p_{21}$ |
| 21 |  |  | $\mathrm{h}_{34}$ | $(y, z, \bar{x})$ | O | $\left.1015{ }_{6}(1,1,1,1)\right\}$ | （ $\bar{z}$, | $\mathrm{p}_{20}$ |
| 22 | $\sigma(\hat{x})$ | （ $\bar{x}$ | $h_{26}$ | $(\bar{x}, y, z)$ | O | \｛010（ $\hat{\text { ¢ })\} ~}$ | （ $\bar{x}$, | $\mathrm{P}_{22}$ |
| 23 | $\sigma(\hat{y}$ | （ $x, z$ | $h^{27}$ | $(x, \bar{y}, z)$ | o | \｛010 $\sigma(\hat{y})\}$ | $(x, y, z)$ | $\mathrm{P}_{23}$ |
|  | $\sigma(\hat{z})$ | （ $x$ | $h^{4}$ |  | $\bigcirc$ |  | （ $x, y, \bar{z}$ ） | $P_{24}$ |
|  | $c_{2}(1, \overline{1}, 0)$ | $(\bar{y}, \bar{x}, \bar{z})$ | $h_{13}$ |  | $\stackrel{+}{\square}$ |  |  | $\mathrm{P}_{25}$ |
| 26 | $c_{2}(0,1, \overline{1})$ | $(\bar{x}, \bar{z}, \bar{y})$ | $h_{0}$ | （ $\bar{x}$ | T |  |  | $\mathrm{P}_{26}$ |
|  | $c_{2}(1,0, \bar{i})$ | （ $\bar{z}$ | $\mathrm{h}_{21}$ | （ $\overline{2}$ | $\uparrow$ |  |  | $\mathrm{P}_{27}$ |
| 28 |  | $(x, z, \bar{y})$ | $\mathrm{h}_{20}$ | （ $x, \bar{z}$ | $\tau$ |  |  | $(\overline{0}, \overline{1}) \circ{ }_{3}$ |
| 29 | $c_{4}^{3}$ |  | $n_{22}$ | （ z | $\tau$ | （1c）${ }_{4}(\mathrm{O})$ |  |  |
| 30 | $c_{2}$ | $(z, \bar{y}, x)$ | $h_{23}$ | （z | $\tau$ | FT｜c $2(1,0,1)\}$ |  | $\bar{i} 0 . \overline{1}) \cdot p_{30}$ |
| 31 | $c_{2}(0$ | （ $\bar{x}, z, y)$ | $\mathrm{h}_{18}$ | （ $\bar{x}$ | $\stackrel{\text { T }}{ }$ |  |  | （i，$\overline{1}) \circ P_{31}$ |
| 32 | $c_{4}$ | $(z, y, \bar{x})$ | ${ }^{\text {h }}$ 26 | （ $\bar{z}$ | $\bar{\tau}$ | （18） |  | $0, \overline{1}, \overline{1}) \mathrm{P}_{29}$ |
| 33 | $c^{6}$ |  | $h_{19}$ | $(x, z, \bar{y})$ | $\stackrel{T}{T}$ | $\mathrm{Fic}_{4}(\hat{\mathrm{x}}) \mathrm{l}$ |  | ${ }^{\circ} \mathrm{P}_{28}$ |
| 34 |  |  | $h_{15}$ | （ $\bar{y}$ | T | （Fice $\left.{ }_{4}^{3}(\hat{z})\right)$ |  |  |
| 35 |  | （ $\bar{y}, x, z)$ | $h_{16}$ | $(y, \bar{x}, z)$ | $\stackrel{\text { T }}{ }$ | Fic ${ }_{4}(\hat{z})$ ） |  | － 0.1 ）$\cdot \mathrm{P}_{34}$ |
| 36 | $c_{\text {g }}$ | （ $y, x, \bar{z}$ ） | $h_{16}$ | （ $y, x, \bar{z}$ ） | $\tau$ |  |  | $\overline{-1,0) \cdot P_{36}}$ |
| 37 | －$(1, \overline{1}, 0)$ | （ $y$ | $h_{37}$ | （ $y, x$ | $\uparrow$ |  |  | （i，i，$\overline{1}$ ）$\cdot \mathrm{P}_{3}$ |
| 38 | o（0，1， 1 ） | （ $x, z, y$ ） | $\left\|n_{41}\right\|$ | （ $x, z, y$ ） | $\uparrow$ | ［ifo（0，1， 1 ）$]$ |  | （1．$\overline{1}$ 牙） $\mathrm{P}_{38}$ |
| 39 | $\sigma(1,0,1)$ | （ $z, y, x)$ | $n_{45}$ |  | $\uparrow$ | 1 |  | （1，1，$\overline{1}) \cdot \mathrm{P}_{39}$ |
| 40 | $s_{4}(\hat{x})$ | $(\bar{x}, \bar{z}, y)$ | $n_{64}$ | $(\bar{x}, z, \bar{y})$ | ¢ |  |  | （0，10） $\mathrm{P}_{4}$ |
|  | $s_{4}(\hat{y})$ | $(z, \bar{y}, \bar{x})$ | $\mathrm{h}_{46}$ |  | $\stackrel{\rightharpoonup}{T}$ | ¢Fis $\mathrm{S}_{4}(\hat{y}) \mathrm{l}$ |  | 0， $17 \cdot \mathrm{P}_{46}$ |
| 42 | o（1，0，1） | $(\bar{z}, y, \bar{x})$ | $h_{4,}$ |  | $\stackrel{\rightharpoonup}{\tau}$ | ［テि० $(1,0,1)]$ |  | $(0,1,0) \cdot \mathrm{P}_{42}$ |
| 43 | $0(0,1,1)$ | （ $x, \bar{z}, \bar{y}$ ） | $h_{42}$ | （ x | $\tau$ | \％（0，1，1）］ |  | （0，0） $\mathrm{P}_{64}$ |
| 44 | $\mathrm{s}_{4}^{3}(\hat{y})$ | $(\bar{z}, \bar{y}, x)$ | $\mathrm{h}_{48}$ | $(z, \bar{y}, \bar{x})$ | $\stackrel{\square}{T}$ | ｜Tis $s_{4}^{3}(\hat{y}) \mid$ |  |  |
| 45 | $s_{4}^{3}(\hat{x})$ | $(\bar{x}, \bar{z}, \bar{y})$ | ${ }_{6}$ | $(\bar{x}, \bar{z}, y)$ | $\stackrel{\rightharpoonup}{\tau}$ | $\left.\|\vec{T}\| s_{4}^{3}(\hat{x})\right]$ |  |  |
| 46 | $\mathrm{s}_{6}(\hat{z})$ | （ $\bar{y}, \mathrm{x}, \overline{\mathrm{z}})$ | $\mathrm{n}_{30}$ | $(y, \bar{x}, \bar{z})$ | $\stackrel{T}{T}$ | （ $\left.\overline{\mathrm{T}} \mathrm{s}_{4}(\hat{z})\right\}$ |  | $\overline{(1,0.0)} \cdot{ }_{8}^{6} 7$ |
| 47 | $\mathrm{s}_{4}^{3}(\hat{z})$ | $(y, \bar{x}, \bar{z})$ | $\mathrm{h}_{38}$ | （ $\bar{y}, x, \bar{z}$ ） | T | $\mathrm{s}_{4}^{3}(\hat{z})$ ） |  | $(0,1,0) \cdot \mathrm{P}_{46}$ |
| 48 | o（1．1．0） | $(\bar{y}, \bar{x}, z)$ | $\mathrm{n}_{40}$ | （ $\bar{y}, \bar{x}, z)$ | T | ［デo（ $1,1,0)$ ］ | $\left.\mid 1 / 2-x_{1} 1 / 2-x_{1} 1 / 2+z\right)(0$ | $(0,0,1) \cdot \mathrm{P}_{48}$ |

TABLE II．Partial characters ${ }^{17}$ of the coset representatives of Table I for the $X(3)$ irreducible representation of $O_{h}^{3}$ ．

| $p_{i}$ | $p_{1}$ | $p_{2}$ to $p_{9}$ | $p_{10}$ | $p_{11}$ | $p_{12}$ | $p_{13}$ to $p_{48}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{1}\left(p_{i}\right)$ | 2 | 0 | -2 | -2 | 2 | 0 |
| $x_{2}\left(p_{i}\right)$ | 2 | 0 | 2 | -2 | -2 | 0 |
| $x_{3}\left(p_{i}\right)$ | 2 | 0 | -2 | 2 | -2 | 0 |

Therefore，elements of Ker $O_{h}^{3}$ must have partial characters equal to 2．By inspection we find from Eq．（122）and Table II that

$$
\begin{equation*}
\text { Ker } T=\left\{\left(2 n_{1}, 2 n_{2}, 2 n_{3}\right)\right\}, \quad n_{i}=0, \pm 1, \pm 2, \ldots \tag{125}
\end{equation*}
$$

which corresponds to doubling of the unit cell in all three directions，and

$$
\begin{equation*}
\overline{\operatorname{Ker}} O_{h}=\left\{p_{1},(1,1,0) \circ p_{10},(0,1,1,) \circ p_{11},(1,0,1) \circ p_{12}\right\} \tag{126}
\end{equation*}
$$

which is isomorphic to the point group $D_{2}$ ．It is easily veri－ fied that $\overline{\operatorname{Ker}} O_{h}=D_{2}$ ，as given in Eq．（126），is indeed a group with the composition law ${ }^{\circ}$ ，modulo Ker $T$ ．For exam－ ple，

$$
\begin{align*}
{\left[(1,1,0) \circ p_{10}\right]^{2} } & =(1,1,0) \circ(1, \overline{1}, 0) \circ p_{10}^{2} \\
& =(2,0,0) \circ p_{1} \tag{127}
\end{align*}
$$

which is＂equal＂to $p_{1}$ ，since $(2,0,0) \in \operatorname{Ker} T$ ．
Elements of T，cf．Eq．（37），can be obtained either from the coset decomposition of $T$ with respect to Ker $T$ or more readily as those vectors of $T$ which belong to a single cell of Ker $T$ ．We take this cell defined by the origin and the three basis vectors

$$
\begin{equation*}
(2,0,0),(0,2,0),(0,0,2) \tag{128}
\end{equation*}
$$

of Ker $T$ ．Therefore，

$$
\begin{equation*}
\mathbf{T}=\{\overrightarrow{0},(1,0,0),(0,1,0),(0,0,1),(1,1,0),(1,0,1),(0,1,1),(1,1,1)\} \tag{129}
\end{equation*}
$$

and

$$
\begin{equation*}
|\mathbf{T}|=8 \tag{130}
\end{equation*}
$$

In order to find the group P，cf．Eq．（39），it is easier to find the quotient group $O_{h} / D_{2}$ in terms of $\vec{\phi}_{i}$ and then simply replace each $\vec{\phi}_{i}$ by the associated $p_{i}$ ．The coset decomposi－ tion of $O_{h}$ with respect to $D_{2}$ thus gives

$$
\begin{equation*}
\mathbf{P}=\left\{p_{1}, p_{2}, p_{3}, p_{13}, p_{14}, p_{15}, p_{25}, p_{26}, p_{27}, p_{37}, p_{38}, p_{39}\right\} \tag{131}
\end{equation*}
$$

and

$$
\begin{equation*}
|\mathbf{P}|=12 \tag{132}
\end{equation*}
$$

$\mathbf{P}$ is isomorphic to $D_{3 d}$ ．In fact we have chosen coset repre－ sentatives $\phi_{i}$ in such a way that they indeed form a group with the same law of composition as in $P\left({ }^{\circ}, \operatorname{modulo} T\right)$ and the requirement modulo $\overline{\mathrm{Ker}} P$ is automatically satisfied． We could have chosen，for example，$p_{5}$ in place of $p_{3}$ ．Then we would have had $p_{2}{ }^{\circ} p_{2}=p_{3}=p_{5} \circ p_{12}$ and the condition modulo $\overline{\operatorname{Ker}} P$ would have had to be applied in order to remove $p_{12}$ ．

TABLE III. Multiplication table for coset representatives $p_{i}$ which are in P, Eq. (131). The result is expressed modulo Ker T, Eq. (125). In this table $\vec{t}=(1,1,1)$.

| $P_{i}$ $P_{j} \circ P_{i}$ | $p_{1}$ | $\mathrm{P}_{2}$ | $\mathrm{P}_{3}$ | $\mathrm{P}_{13}$ | $\mathrm{P}_{14}$ | $P_{15}$ | $\mathrm{P}_{25}$ | $\mathrm{P}_{26}$ | $\mathrm{P}_{27}$ | $P_{37}$ | $\mathrm{P}_{38}$ | $\mathrm{P}_{39}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{P}_{1}$ | $p_{1}$ | $\mathrm{P}_{2}$ | $\mathrm{P}_{3}$ | $\mathrm{p}_{13}$ | $\mathrm{P}_{14}$ | $\mathrm{P}_{15}$ | $\mathrm{P}_{25}$ | $\mathrm{p}_{26}$ | $\mathrm{P}_{27}$ | $\mathrm{P}_{37}$ | $\mathrm{P}_{38}$ | $\mathrm{P}_{39}$ |
| $\mathrm{p}_{2}$ | $\mathrm{P}_{2}$ | $\mathrm{P}_{3}$ | $p_{1}$ | $\mathrm{P}_{14}$ | $p_{15}$ | $\mathrm{P}_{13}$ | $\mathrm{P}_{27}$ | $\mathrm{P}_{25}$ | $\mathrm{P}_{26}$ | $\mathrm{P}_{39}$ | $P_{37}$ | $\mathrm{P}_{38}$ |
| $\mathrm{P}_{3}$ | $P_{3}$ | $\mathrm{P}_{1}$ | $\mathrm{P}_{2}$ | $\mathrm{p}_{15}$ | $p_{13}$ | $\mathrm{p}_{14}$ | $\mathrm{P}_{26}$ | $\mathrm{P}_{27}$ | $\mathrm{P}_{25}$ | $\mathrm{p}_{38}$ | $\mathrm{P}_{39}$ | $\mathrm{P}_{37}$ |
| $\mathrm{P}_{13}$ | $P_{13}$ | $\mathrm{p}_{12}$ | $\mathrm{P}_{15}$ | $\mathrm{P}_{1}$ | $\mathrm{P}_{2}$ | $\mathrm{P}_{3}$ | $\bar{T} \circ \mathrm{P}_{37}$ | $\mathrm{t}_{\circ} \mathrm{P}_{38}$ | $\mathrm{T}^{\circ} \mathrm{p}_{39}$ | $\overline{\mathrm{t}} \mathrm{p}_{25}$ | top 26 | $\mathrm{T}_{0} \mathrm{p}_{27}$ |
| $P_{14}$ | $P_{14}$ | $p_{15}$ | $\mathrm{P}_{13}$ | $\mathrm{P}_{2}$ | $\mathrm{P}_{3}$ | $\mathrm{P}_{1}$ | T0 $\mathrm{P}_{39}$ | $\overline{\mathrm{t}} \mathrm{P} \mathrm{P}_{37}$ | T० $\mathrm{p}_{38}$ | $\mathrm{T}_{\circ} \mathrm{P}_{27}$ | T० $\mathrm{p}_{25}$ | Top ${ }_{26}$ |
| $\mathrm{p}_{15}$ | $\mathrm{P}_{15}$ | $\mathrm{P}_{13}$ | $\mathrm{P}_{14}$ | $\mathrm{P}_{3}$ | $\mathrm{P}_{1}$ | $\mathrm{P}_{2}$ | $\stackrel{1}{\circ} \mathrm{p}_{38}$ | $\bar{t} \circ p_{39}$ | $\mathrm{T}^{1} \mathrm{p}_{37}$ | T०P ${ }_{26}$ | $\mathrm{T}_{10} \mathrm{P}_{27}$ | $\mathrm{T}_{0} \mathrm{p}_{25}$ |
| $\mathrm{p}_{25}$ | $\mathrm{p}_{25}$ | $\mathrm{P}_{26}$ | $\mathrm{P}_{27}$ | $\mathrm{p}_{3} 7$ | $\mathrm{p}_{38}$ | $\mathrm{P}_{39}$ | $p_{1}$ | $\mathrm{p}_{2}$ | $\mathrm{p}_{3}$ | $\mathrm{P}_{13}$ | $\mathrm{P}_{14}$ | $\mathrm{P}_{15}$ |
| $\mathrm{P}_{26}$ | $\mathrm{P}_{26}$ | $\mathrm{P}_{27}$ | $\mathrm{P}_{25}$ | $\mathrm{P}_{38}$ | $\mathrm{P}_{39}$ | $\mathrm{P}_{37}$ | $\mathrm{p}_{3}$ | $p_{1}$ | $\mathrm{P}_{2}$ | $\mathrm{p}_{15}$ | $\mathrm{p}_{13}$ | $\mathrm{p}_{14}$ |
| $\mathrm{P}_{27}$ | $\mathrm{P}_{27}$ | $\mathrm{p}_{25}$ | $p_{26}$ | $\mathrm{P}_{39}$ | $p_{37}$ | $\mathrm{p}_{38}$ | $\mathrm{p}_{2}$ | $\mathrm{P}_{3}$ | $\mathrm{P}_{1}$ | $\mathrm{p}_{16}$ | $p_{15}$ | $\mathrm{p}_{13}$ |
| $\mathrm{p}_{37}$ | $P_{37}$ | $\mathrm{p}_{38}$ | $\mathrm{P}_{39}$ | $\mathrm{p}_{25}$ | $\mathrm{P}_{26}$ | $\mathrm{P}_{27}$ | ${ }_{\text {To }}{ }^{\circ} \mathrm{P}_{13}$ | TOP ${ }_{14}$ | ${ }^{+0} \mathrm{P}_{15}$ | $\stackrel{10}{0}^{p_{1}}$ | $\stackrel{\square}{\circ} \mathrm{p}_{2}$ | $\mathrm{T}^{\circ} \mathrm{p}_{3}$ |
| $\mathrm{P}_{38}$ | $\mathrm{P}_{38}$ | $\mathrm{P}_{39}$ | $\mathrm{P}_{37}$ | $\mathrm{p}_{26}$ | $\mathrm{P}_{27}$ | $\mathrm{P}_{25}$ | $\mathrm{T}_{0} \mathrm{p}_{15}$ | $\mathrm{T}_{\circ} \mathrm{P}_{13}$ | Top ${ }_{\text {i }}$ | $\mathrm{top}_{3}$ | top, | ${ }_{\square}+\mathrm{p}_{2}$ |
| $\mathrm{P}_{39}$ | $\mathrm{p}_{39}$ | $\mathrm{p}_{37}$ | $\mathrm{p}_{38}$ | $\mathrm{P}_{27}$ | $\mathrm{p}_{25}$ | $\mathrm{P}_{26}$ | $\bar{T} 0 \mathrm{p}_{14}$ | Top 15 | Top ${ }_{13}$ | Top | $\stackrel{\square}{\text { top }}$ | Top, |

We note at this point that the matrix group $\mathbf{R}$ is a group of $|\mathbf{T}||\mathbf{P}|=96$ different $6 \times 6$ matrices. ${ }^{25}$ Therefore, a direct handling of this group may be quite elaborate.

Before proceeding to the next steps it is useful to establish a multiplication table (multiplication ${ }^{\circ}$ ) for elements of $\mathbf{P}$. This is done in Table III. A look at the table immediately verifies that $\mathbf{P}$ is a group with multiplication ${ }^{\circ}$, modulo $T$.

Next we have to construct in an ascending fashion all the substars. We start with the subset $\left\{\vec{k}_{1}\right\}$. We generate the reciprocal lattice, cf. Eqs. (76) and (119),

$$
\begin{equation*}
\left\{\left(m_{1}, m_{2}, m_{3}\right)+l_{1}\left(0, \frac{1}{2}, 0\right)\right\}=\left\{\left(m_{1}, m_{2} / 2, m_{3}\right)\right\}, \tag{133}
\end{equation*}
$$

where $m_{1}, m_{2}, m_{3}$, and $l_{1}$ can be any integers. Taking the intersection between Eq. (133) and $\left\{\vec{k}_{1}, \vec{k}_{2}, \vec{k}_{3}\right\}$ we obtain [cf. Eq. (78)] the associated substar [1]. Clearly the direct lattice is

$$
\begin{equation*}
T[1]=\left\{\left(n_{1}, 2 n_{2}, n_{3}\right)\right\}, \tag{134}
\end{equation*}
$$

which corresponds to the doubling of the unit cell in one $(y)$ direction ( $n_{1}, n_{2}$, and $n_{3}$ are integers). The group T[1] is obtained by factoring out Ker $T$ from $T$ [1] (or, equivalently, by selecting all lattice translations of $T[1]$ from a single cell of $\operatorname{Ker} T$ ),

$$
\begin{equation*}
\mathbf{T}[1]=\{\overrightarrow{0},(1,0,0),(0,0,1),(1,0,1)\} \tag{135}
\end{equation*}
$$

Similarly, cf. Eq. (87),

$$
\begin{equation*}
\mathbf{F}[1]=\{\overrightarrow{0},(0,1,0)\} \tag{136}
\end{equation*}
$$

The group $\mathbf{P}[1]$ is obtained by selecting those elements of $\mathbf{P}$ which leave $\vec{k}_{1}$ invariant, modulo a reciprocal lattice vector. These elements are easily identified using Table I. We find, for example,

$$
\begin{equation*}
\stackrel{\rightharpoonup}{\phi}_{13} \cdot \vec{k}_{1}=-\left(0, \frac{1}{2}, 0\right)=\vec{m}+\left(0, \frac{1}{2}, 0\right)=\vec{k}_{1} \tag{137}
\end{equation*}
$$

since $\vec{m}=(0, \overline{1}, 0)$ is a reciprocal lattice vector. The group $\mathbf{P}[1]$ is

$$
\begin{equation*}
\mathbf{P}[1]=\left\{p_{1}, p_{13}, p_{27}, p_{39}\right\} \tag{138}
\end{equation*}
$$

which is isomorphic to $C_{2 h}$.
Subsets $\{2\}$ and $\{3\}$ need not be examined since they
are $P$-equivalent to $\{1\}$. Hence, the next subset to consider is $\left\{\vec{k}_{1}, \vec{k}_{2}\right\}$.

Similarly to the previous case we find the associated substar to be $[1,2]$ and

$$
\begin{equation*}
T[1,2]=\left\{\left(n_{1}, 2 n_{2}, 2 n_{3}\right)\right\} \tag{139}
\end{equation*}
$$

which is the doubling of the unit cell in two ( $y$ and $z$ ) directions ( $n_{1}, n_{2}, n_{3}$ are integers). Furthermore,

$$
\begin{align*}
& \mathbf{T}[1,2]=\{\overrightarrow{0},(1,0,0)\}  \tag{140}\\
& \mathbf{F}[1,2]=\{\overrightarrow{0},(0,1,0),(0,0,1),(0,1,1)\} \tag{141}
\end{align*}
$$

and

$$
\begin{equation*}
\mathbf{P}[1,2]=\left\{p_{1}, p_{13}, p_{26}, p_{38}\right\}, \tag{142}
\end{equation*}
$$

which is isomorphic to $C_{2 h}$. It is important to note that rota-tion-reflections entering in $\mathbf{P}[1,2]$ only need to leave the set [ 1,2 ] invariant, modulo the reciprocal lattice, independent of ordering. For example,

$$
\begin{equation*}
\stackrel{\rightharpoonup}{\phi}_{26} \cdot \vec{k}_{1}=-\left(0,0, \frac{1}{2}\right)=(0,0, \overline{1})+\vec{k}_{2}=\vec{k}_{2} \tag{143}
\end{equation*}
$$

and

$$
\begin{equation*}
\stackrel{\rightharpoonup}{\phi}_{26} \cdot \vec{k}_{2}=-\left(0, \frac{1}{2}, 0\right)=(0, \overline{1}, 0)+\vec{k}_{1}=\vec{k}_{1} \tag{144}
\end{equation*}
$$

hence,

$$
\begin{equation*}
\stackrel{\rightharpoonup}{\phi}_{26} \cdot[1,2]=[2,1]=[1,2] \tag{145}
\end{equation*}
$$

and $p_{26}$ belongs to $P[1,2]$.
Subsets $\{1,3\}$ and $\{2,3\}$ are clearly $P$-equivalent to $\{1,2\}$ and need not be examined. Thus, the only remaining subset is the whole star [ $1,2,3$ ] which is trivially a substar.
We have

$$
\begin{align*}
& T[1,2,3]=\text { Ker } T,  \tag{146}\\
& \mathbf{T}[1,2,3]=\{\overrightarrow{0}\}  \tag{147}\\
& \mathbf{F}[1,2,3]=\mathbf{T}, \tag{148}
\end{align*}
$$

and

$$
\begin{equation*}
\mathbf{P}[1,2,3]=\mathbf{P} \tag{149}
\end{equation*}
$$

TABLEIV. Substars $[\alpha, \beta, \ldots]$ and the associated groups $\mathbf{T}[\alpha, \beta, \ldots], \mathbf{F}[\alpha, \beta, \ldots], \mathbf{P}[\alpha, \beta, \ldots], T[\alpha, \beta, \ldots], P[\alpha, \beta, \ldots]$ for irreducible representation $X(3)$ of $O_{h}^{3}$. Groups $P[\alpha, \beta, \ldots]=\mathrm{P}[\alpha, \beta, \ldots] \circ \overline{\mathrm{Ker}} O_{h}$ are denoted as the corresponding point groups. The point groups are also indicated for $\mathrm{P}[\alpha, \beta, \ldots], n_{1}, n_{2}$, and $n_{3}$ are arbitrary integers. $\overline{K e r} O_{h}$, modulo $\mathbf{T}[\alpha, \beta, \ldots]$, is also given.

| $[\alpha, \beta, \ldots]$ | [1] | [1,2] | [1,2,3] |
| :---: | :---: | :---: | :---: |
| T $\{\alpha, \beta, \ldots]$ | $\{\overrightarrow{0},(1,0,0),(0,0,1),(1,0,1)\}$ | $\{\overrightarrow{0},(1,0,0)\}$ | ( $\overrightarrow{0}\}$ |
| $F[\alpha, \beta, \ldots]$ | $\{\overrightarrow{0},(0,1,0)\}$ | $\{\overrightarrow{0},(0,1,0),(0,0,1),(0,1,1)\}$ | $\begin{gathered} \{\overrightarrow{0},(1,0,0),(0,1,0),(0,0,1), \\ (1,1,0),(1,0,1),(0,1,1),(1,1,1)\}=T \end{gathered}$ |
| $P[\alpha, \beta, \ldots]$ | $\left\{p_{1}, p_{13}, p_{27}, p_{39}\right\}=C_{2 n}$ | $\left\{\mathrm{p}_{1}, \mathrm{p}_{13}, \mathrm{P}_{26}, \mathrm{P}_{38}\right\}=\mathrm{C}_{2 h}$ | $\begin{aligned} & \left\{p_{1}, p_{2}, p_{3},\right. \\ & p_{13}, p_{14}, p_{15}, \\ & p_{25}, p_{26}, p_{27}, \\ & \left.p_{37}, p_{38}, p_{39}\right\}=D_{3 d}=P \end{aligned}$ |
| $T[\alpha, \beta, \ldots]$ | $\left\{\left(n_{1}, 2 n_{2}, n_{3}\right)\right\}$ | $\left\{\left(n_{1}, 2 n_{2}, 2 n_{3}\right)\right\}$ | $\operatorname{Ker} T=\left\{\left(2 n_{1}, 2 n_{2}, 2 n_{3}\right)\right\}$ |
| $P[\alpha, \beta, \ldots]$ | $\mathrm{D}_{4}$ | $\mathrm{D}_{4} \mathrm{n}$ | $O_{n}$ |
| $\overline{\operatorname{Ker}} \mathrm{O}_{\mathrm{h}}$ | $\left\{p_{1},(0,1,0) \circ p_{10},(0,1,0) \circ p_{11}, p_{12}\right\}$ | $\left\{p_{1},(0,1,0) \circ p_{10},(0,1,1) \circ p_{11}(0,0,1) \circ p_{12}\right\}$ | $\left\{p_{1},(1,1,0) \bullet p_{10},(0,1,1) \bullet p_{11},(1,0,1) \bullet p_{12}\right\}$ |

The results of the first two steps are collected in Table IV. The first substar to be examined is [1]. The point and translation groups of this substar are given in Table IV. In the same table we find the group of additional fractional translations.

Next, we have to select subgroups $\mathbf{P}_{L}^{\prime}$ of $\mathbf{P}[1]$. The possible subgroups are easily identified since $\mathbf{P}[1]$ is isomorphic to $C_{2 h}$. These subgroups are

$$
\begin{align*}
& C_{2 h}=\left\{p_{1}, p_{13}, p_{27}, p_{39}\right\},  \tag{150}\\
& C_{s}=\left\{p_{1}, p_{39}\right\},  \tag{151}\\
& C_{i}=\left\{p_{1}, p_{13}\right\},  \tag{152}\\
& C_{2}=\left\{p_{1}, p_{27}\right\}, \tag{153}
\end{align*}
$$

and

$$
\begin{equation*}
C_{1}=\left\{p_{1}\right\} . \tag{154}
\end{equation*}
$$

We have already arranged these groups in a descending fashion (note that $C_{2}, C_{i}$, and $C_{s}$ may be freely permuted without violating the descending ordering), and they will be examined in this order.

Although all groups, Eqs. (150)-(154), are groups with the multiplication $\circ$ modulo $T$ they need not be groups with respect to $\circ$ modulo $\mathbf{T}[1]$. For the later to hold a proper choice of additional fractional translations from F[1] must be made.

We start with $\mathbf{P}_{L}^{\prime}=C_{2 h}$. Then from the characters, Table II, we see that in $\mathbf{P}$ [1] only $p_{1}$ has nonzero characters $\chi_{\sigma}\left(p_{1}\right)=2$. Therefore, regardless of the fractionals chosen, cf. Eqs. (71) and (85),

$$
\begin{equation*}
i(\mathbf{L})=\tilde{i}_{1}\left(\mathbf{P}_{L}\right)=2 /\left|\mathbf{P}_{L}^{\prime}\right| . \tag{155}
\end{equation*}
$$

Since $i(\mathbf{L})$ must be a positive integer and $\left|C_{2 h}\right|=4 \Rightarrow i(\mathbf{L})=\frac{1}{2}$, we conclude that it is impossible to choose additional fractional translations compatible with $C_{2 h}$. Now we can proceed with the next $\mathbf{P}_{L}^{\prime}=C_{s}$. However, we want at this point to demonstrate explicitly the above-mentioned incompatibility.

From Table III we see in particular that (modulo $T$ [1])

$$
\begin{equation*}
p_{39}^{2}=(0,1,0)^{\circ} p_{1} . \tag{156}
\end{equation*}
$$

The group property requires that an additional fractional translation $f_{39}$ from F[1] be added to $p_{39}$ in order that (modulo $T$ [1])

$$
\begin{equation*}
\left(\vec{f}_{39} \circ p_{39}\right)^{2}=p_{1} . \tag{157}
\end{equation*}
$$

Equations (156) and (157) imply

$$
\begin{equation*}
\vec{f}_{39}+\vec{\phi}_{39} \cdot \vec{f}_{39}+(0,1,0) \in T[1] \tag{158}
\end{equation*}
$$

but $\vec{f}_{39} \in \mathrm{~F}[1]$ implies $f_{39}=\overrightarrow{0}$ or $(0,1,0)$ which gives the lefthand side of Eq. $(158)$ as $(0,1,0)$ or $(0,3,0)$ which are not in $T$ [1]. This shows explicitly, that in accordance with a simple argument based on integer valuedness of $i(\mathbf{L}), \vec{f}_{39} \in \mathbf{F}[1]$ cannot be chosen in such a way that Eq. (157) is satisfied.

Now we proceed to the next $\mathbf{P}_{L}^{\prime}, \mathbf{P}_{L}^{\prime}=C_{s}$, Eq. (151). However, the previous analysis demonstrated that a consistent $\vec{f}_{39}$ cannot be found. This eliminates all groups containing $p_{39}$, eliminating in particular $C_{s}$.

Next, we analyze the group $C_{i}$, Eq. (152). Since $p_{1}$ cannot have a fractional translation it is sufficient to determine compatible additional fractional translations $\vec{f}_{13} \in \mathrm{~F}[1]$ associated with $p_{13}$. The only group requirement is

$$
\begin{equation*}
\left(\vec{f}_{13} \circ p_{13}\right)^{2} \in T[1] \tag{159}
\end{equation*}
$$

which is satisfied for both choices $\vec{f}_{13} \in \mathbf{F}[1]$. Therefore, there are two possible isotropy groups whose point groups are

$$
\begin{equation*}
\mathbf{P}_{L}^{(1)}=\left\{p_{1}, p_{13}\right\} \tag{160}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{P}_{L}^{(2)}=\left\{p_{1},(0,1,0)^{\circ} p_{13}\right\}, \tag{161}
\end{equation*}
$$

both with the same subduction frequency $i=1$ [cf. Eq. (155)]. The full space-group point groups which determine the crystallographic class are

$$
\begin{equation*}
P_{L}^{(1)}=\left\{p_{1}, p_{13}\right\} \circ\left\{p_{1},(0,1,0) \circ p_{10},(0,1,0) \circ p_{11}, p_{12}\right\} \tag{162}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{L}^{(2)}=\left\{p_{1},(0,1,0)^{\circ} p_{13}\right\} \circ\left\{p_{1},(0,1,0)^{\circ} p_{10}(0,1,0)^{\circ} p_{11}, p_{12}\right\}, \tag{163}
\end{equation*}
$$

where $\overline{\operatorname{Ker}} O_{h}$, given in Eq. (126), is written modulo $T$ [1]. The crystallographic class is immediately determined as $C_{i}$ ${ }^{\circ} D_{2}=D_{2 h}$. Therefore, the two point groups Eqs. (162) and (163), and also the two associated space groups, we denote $D_{2 h}^{(1)}$ and $D_{2 h}^{(2)}$, respectively.

At this point it is useful to check if $D_{2 h}^{(1)}$ and $D_{2 h}^{(2)}$ are equivalent in $O_{h}^{3}$. For this it suffices to look for the equivalence of $\mathbf{P}_{L}^{(1)}$ and $\mathbf{P}_{L}^{(2)}$, since Ker $O_{h}^{3}$ is an invariant subgroup of $O_{h}^{3}$. In other words, we are looking for

$$
\begin{equation*}
g \in \mathbf{F}[1] \circ \mathbf{P}[1] \tag{164}
\end{equation*}
$$

such that

$$
\begin{equation*}
\mathbf{P}_{L}^{(1)}=g^{-1} \circ \mathbf{P}_{L}^{(2)} \circ g \tag{165}
\end{equation*}
$$

modulo Ker $O_{h}^{3}$. In Eq. (164) a requirement that $g$ should leave $\mathbf{T}[1]$ invariant was utilized together with a fact that elements of $\mathbf{P}_{L}$ necessarily leave $\mathbf{T}[1]$ invariant (for a general substar the requirement Eq. (164) is replaced by

$$
\begin{equation*}
g \in \mathbf{F}[\alpha, \beta, \ldots] \circ \mathbf{P}[\alpha, \beta, \ldots]) \tag{166}
\end{equation*}
$$

Additionally, if it is found that $g$ must be an improper operation, then the two space groups $\mathbf{P}_{L}^{(1)}$ and $\mathbf{P}_{L}^{(2)}$ will have a different handedness.

The condition of Eq. (165) when applied to Eqs. (160) and (161) reduces to

$$
\begin{equation*}
p_{13}=g^{-1} \circ(0,1,0) \circ p_{13} \circ g \tag{167}
\end{equation*}
$$

and a possible $g$ is $p_{27}$ which is a proper operation. Indeed, using Tables I and III, we find

$$
\begin{equation*}
p_{27}{ }^{\circ} \circ(0,1,0)^{\circ} p_{13} \circ p_{27}=p_{27} \circ(0,2,0) \circ p_{39}=p_{13} \tag{168}
\end{equation*}
$$

Therefore, the isotropy space group $D_{2 h}^{(2)}$ is equivalent to $D_{2 h}^{(1)}$ and need not be separately analyzed.

The next possible choice for $\mathbf{P}_{L}^{\prime}$ is $\mathbf{P}_{L}^{\prime}=C_{2}$, Eq. (153). The associated crystallographic class is $D_{4}$ and the subduction frequency is 1 . Similarly, like in the previous case, we find that both additional fractional translations are allowed leading to
$D_{4}^{(1)}=\left\{p_{1}, p_{27}\right\} \circ\left\{p_{1},(0,1,0)^{\circ} p_{10},(0,1,0)^{\circ} p_{11}, p_{12}\right\}$
and
$D_{4}^{(2)}=\left\{p_{1}(0,1,0)^{\circ} p_{27}\right\} \circ\left\{p_{1},(0,1,0)^{\circ} p_{10},(0,1,0)^{\circ} p_{11}, p_{12}\right\}$.

This example offers an illustration of a point made earlier in the text: it is easily checked that $D_{4}^{(2)}$ and $D_{4}^{(1)}$ are equivalent in $O_{h}^{3}$,

$$
\begin{equation*}
D_{4}^{(1)}=p_{13}^{-1} \circ D_{4}^{(2)} \circ p_{13} \tag{171}
\end{equation*}
$$

but since the conjugation element (e.g., $p_{13}$ ) must be an improper rotation, the two space groups will be different and both must be considered.

The last possible choice at this substar is $\mathbf{P}_{L}^{\prime}=C_{1}$, Eq. (154). The associated crystallographic class is $D_{2}$ and the subduction frequency is 2 . There is only one possibility:

TABLE V. Substar [1]. Point groups $\mathbf{P}_{L}^{\prime}\left(\mathbf{P}_{L}^{\prime} \subseteq \mathbf{P}[1]\right)$, corresponding crystallographic class $\left(\mathbf{P}_{L} \circ \overline{\mathrm{Ker}} O_{h}\right),{ }^{\text {a }}$ point groups of isotropy groups $P_{L}\left(P_{L}\right.$ $=\mathbf{P}_{L} \circ \overline{\mathrm{Ker}} O_{h}$ ), associated subduction frequencies $i$, and numbers of domains $\delta$ (halves indicate conjugated groups but with different handedness). The translation group, Bravais lattice, is $T[1]=\left\{\left(n_{1}, 2 n_{2}, n_{3}\right)\right\}$ where $n_{1}$, $n_{2}, n_{3}$ are integers.

| $\mathrm{P}_{\mathrm{L}}^{\prime}$ | class | $P_{L}$ | i | $\delta$ |
| :---: | :---: | :---: | :---: | :---: |
| $C_{2 h}=\left\{p_{1}, p_{13}, p_{27}, p_{39}\right)$ | $\mathrm{D}_{4}$ | —— | - | - |
| $C_{5}=\left\{p_{1}, p_{39}\right\}$ | $\mathrm{D}_{2 \mathrm{~d}}$ | - | - | - |
| $C_{i}=\left\{p_{1}, p_{13}\right\}$ | $\mathrm{D}_{2 n}$ | $D_{2 h}^{(1)}=\left\{p_{1}, p_{13}\right\} \cdot \overline{\operatorname{Ker}} O_{h}$ | 1 | 12 |
| $C_{2}=\left\{p_{1}, p_{27}\right\}$ | $\mathrm{D}_{6}$ | $D_{4}^{(1)}=\left\{p_{1}, p_{27}\right\} \cdot \overline{\operatorname{Ker}} O_{n}$ | 1 | $\frac{12}{2}$ |
|  |  | $D_{4}^{(2)}=\left\{p_{1}\left(10,1,01 \cdot p_{27}\right\} \cdot \overline{\operatorname{ker}} O_{n}\right.$ | 1 | $\frac{12}{2}$ |
| $C_{1}=\left\{p_{1}\right\}$ | $\mathrm{D}_{2}$ | $D_{2}^{(1)}=\overline{\operatorname{Ker}} \mathrm{O}_{n}$ | 2 | 26 |

a) $\overline{\operatorname{Ker}} O_{h}=\left\{p_{1},(0,1,0) \cdot p_{10},(0,1,0) \cdot p_{11}, p_{12}\right\}$

$$
\begin{equation*}
D_{2}^{(1)}=\overline{\operatorname{Ker}} O_{h}=\left\{p_{1},(0,1,0)^{\circ} p_{10},(0,1,0)^{\circ} p_{11}, p_{12}\right\} \tag{172}
\end{equation*}
$$

The same conclusion could have been reached immediately using Lemma (iv) of the introductory section.

In the above cases the checks of Steps 6 and 7 are trivially passed due to Eq. (155).

Isotropy groups so far determined are $D_{2 h}^{(1)}, D_{4}^{(1)}, D_{4}^{(2)}$, $D_{2}^{(1)}$ whose point groups are given in Eqs. (162), (169), (170), and (172), respectively. The Bravais lattice is $T[1]$, given in Eq. (134). These results are summarized in Table V.

Since we exhausted substar [1] we proceed (Step 2, etc.) to analyze substar [1,2]. The point and translation groups of this substar are given in Table IV. In the same table we find the group of additional fractional translations.

Possible subgroups $\mathbf{P}_{L}^{\prime}$ and associated crystallographic classes at substar [1,2] are shown in 1st and 2nd columns of Table VI.

We start with $\mathbf{P}_{\mathcal{L}}^{\prime}=C_{2 h}$, the class $D_{4 h}$, Table VI. An analysis similar to the one previously described gives as the only possible fractionals

$$
\begin{equation*}
\vec{f}_{38}=(0,1,0) \text { or }(0,0,1) \tag{173}
\end{equation*}
$$

and

$$
\begin{equation*}
\vec{f}_{26}=(0,0,0) \text { or }(0,1,1) \tag{174}
\end{equation*}
$$

Equations (173) and (174) provide four possible point groups
$D_{4 h}^{(1)}=\left\{p_{1},(0,1,0)^{\circ} p_{13}, p_{26},(0,0,1) \circ p_{38}\right\}^{\circ} \overline{\operatorname{Ker}} O_{h}$,
$D_{4 h}^{(2)}=\left\{p_{1},(0,0,1) \circ p_{13}, p_{26},(0,1,0) \circ p_{38}\right\} \circ \overline{\operatorname{Ker}} O_{h}$,
$D_{4 h}^{(3)}=\left\{p_{1},(0,1,0)^{\circ} p_{13},(0,1,1)^{\circ} p_{26},(0,1,0)^{\circ} p_{38}\right\}^{\circ} \overline{\operatorname{Ker}} O_{h}$,
$D_{4 h}^{(4)}=\left\{p_{1},(0,0,1)^{\circ} p_{13},(0,1,1)^{\circ} p_{26},(0,0,1)^{\circ} p_{38}\right\}^{\circ} \overline{\operatorname{Ker}} O_{h}$.

Groups in Eqs. (175)-(178) can be checked for equivalence in $\mathbf{F}[1,2] \circ \mathbf{P}[1,2]$. For example, we look for $g \in \mathbf{F}[1,2] \circ \mathbf{P}[1,2]$ such that

TABLE VI. Substar [1,2]. Point groups $\mathbf{P}_{L}^{\prime}\left(\mathbf{P}_{L}^{\prime} \subseteq \mathbf{P}[1,2]\right)$, corresponding crystallographic class $\left(\mathbf{P}_{L}^{\prime} \circ \overline{\mathrm{Ker}} O_{h}\right)^{\text {a) }}$ point groups of isotropy groups $P_{L}\left(P_{L}\right.$ $\left.=\mathbf{P}_{L} \circ \overline{\mathrm{Ker}} O_{h}\right)$, associated subduction frequencies $i$, and numbers of domains $\delta$. The translation group, Bravais lattice, is $T[1,2]=\left\{\left(n_{1}, 2 n_{2}, 2 n_{3}\right)\right\}$ where $n_{1}, n_{2}, n_{3}$ are integers.

| $P_{L}^{\prime}$ | class | $P_{L}$ | i | $\delta$ |
| :---: | :---: | :---: | :---: | :---: |
| $C_{2 n}=\left\{p_{1}, p_{13}, p_{26}, p_{38}\right\}$ | $\mathrm{D}_{4 \mathrm{n}}$ | $\begin{aligned} & D_{4 h}^{(1)}=\left\{p_{1},(0,1,0) \circ p_{13}, p_{26},(0,0,1) \circ p_{38}\right\} \circ \overline{\operatorname{ker} O_{h}} \\ & D_{4 h}^{(2)}=\left\{p_{1},(0,0,1) \circ p_{13}, p_{26}(0,1,0) \circ p_{38}\right\} \circ \overline{\operatorname{ker}} o_{n} \end{aligned}$ | 1 1 | 12 12 |
| $C_{s}=\left(p_{1}, p_{38}\right)$ | $\mathrm{D}_{2 \mathrm{~d}}$ | $D_{2 d}^{(1)}=\left\{p_{1},(0,1,0) \circ p_{38}\right\} \circ \overline{\operatorname{ker}} O_{h}$ | 2 | 24 |
| $C_{1}=\left\{p_{1}, p_{13}\right\}$ | $\mathrm{D}_{2 \mathrm{n}}$ | $\mathrm{D}_{2 n}^{(1)}=\left\{p_{1}, p_{13}\right\} \circ \overline{\operatorname{ker}} \mathrm{O}_{n}$ | 2 | 24 |
|  |  | $D_{2 n}^{(2)}=\left\{p_{1},(0,1,0) \circ \mathrm{P}_{13}\right\} \circ \overline{\operatorname{Ker}} \mathrm{O}_{n}$ | 2 | 24 |
|  |  | $D_{2 h}^{(3)}=\left\{p_{,}(0,0,1) \circ p_{13}\right\} \circ \overline{\operatorname{Ker}} O_{n}$ | 2 | 24 |
| $\mathrm{C}_{2}=\left(p_{1}, p_{26}\right)$ | $\mathrm{D}_{4}$ | $\mathrm{D}_{4}^{(1)}=\left\{p_{1} \cdot \mathrm{p}_{26}\right\}$ ¢ $\overline{\operatorname{Ker}} \mathrm{O}_{n}$ | 2 | 24 |
| $\mathrm{C}_{1}=(\mathrm{p},\}^{\prime}$ | $\mathrm{D}_{2}$ | $\mathrm{D}_{2}^{(1)}=\overline{\operatorname{Ker}} \mathrm{O}_{\mathrm{n}}$ | 4 | 48 |

${ }^{\text {a) }} \overline{\operatorname{Ker}} O_{n}=\left\{p_{1},(0,1,0) \circ p_{10},(0,1,1) \circ p_{11},(0,0,1) \circ p_{12}\right\}$

$$
\begin{equation*}
D_{4 h}^{(1)}=g^{-1} \circ D_{4 h}^{(3)} \circ g . \tag{179}
\end{equation*}
$$

We find here $g=(0,0,1) \in \mathbf{F}[1,2]$ which illustrates that $g$ need not be strictly from $P[1,2]$, as might have been inferred from another example, Eq. (168).

Similarly, we find $D_{4 h}^{(4)}$ to be equivalent to $D_{4 h}^{(2)}$.
The "subduction frequencies" $\tilde{i}_{\sigma}\left(D_{4 h}^{(1)}\right)$ are found, using Table II, to be

$$
\begin{equation*}
\tilde{i}_{1}\left(D_{4 h}^{(1)}\right)=\tilde{i}_{2}\left(D_{4 h}^{(1)}\right)=\frac{1}{2}, \tag{180}
\end{equation*}
$$

implying

$$
\begin{equation*}
i\left(\boldsymbol{D}_{4 h}^{(1)}\right)=1 . \tag{181}
\end{equation*}
$$

Since $D_{4 h}^{(1)}$ has no supergroups at substar [1,2], the condition Step 6 is trivially satisfied. On the other hand the conditions Step 7 and Eq. (106),

$$
\begin{equation*}
\tilde{i}_{2}\left(D_{4 h}^{(1)}\right)=0, \tag{182}
\end{equation*}
$$

are, according to Eq. (180), not satisfied. Consequently, $D_{4 h}^{(1)}$ passes both Steps 6 and 7, implying that $D_{4 h}^{(1)}$ is an isotropy group.

The examination of other subgroups at the substar [1,2] offers no new insights into the method; hence we only summarize the result in Table VI.

We proceed to the last substar [ $1,2,3$ ], the complete star. The point and translation groups of this substar are given in Table IV. In the same table we find the group of additional fractional translations.

Like at the previous substars, we first determine all possible subgroups $\mathbf{P}_{L}^{\prime}$ of $\mathbf{P}[1,2,3]$. At the same time we determine associated crystallographic classes $\left(\mathbf{P}_{L}^{\prime}\right.$
$\circ \overline{\mathrm{Ker}} O_{h}$ ). These are summarized in columns 1 and 2 of Table VII.

From the characters, Table II, we see again that the only contribution to the subduction frequency comes from
$p_{1}$. Consequently,

$$
\begin{equation*}
i(\mathbf{L})=6 /\left|\mathbf{P}_{L}^{\prime}\right|, \tag{183}
\end{equation*}
$$

each partial character giving a contribution $2 /\left|\mathbf{P}_{L}^{\prime}\right|$. Since $i(\mathbf{L})$ must be a positive integer, groups $\mathbf{P}_{L}^{\prime}=D_{3 d}$ and $\mathbf{P}_{L}^{\prime}$ $=C_{2 h}$ are automatically eliminated $\\left|\mathbf{P}_{L}^{\prime}\right|=12$ and 4 , respectively).

The above groups are also eliminated by virtue of the fact that no additional fractional translation $f_{37}$ can be chosen so that the square of $\vec{f}_{37} \circ p_{37}$ is equal to $p_{1}$, modulo Ker $T$. A similar conclusion can be made for $p_{38}$ and $p_{39}$. Consequently, all groups $\mathbf{P}_{L}^{\prime}$ containing these elements are eliminated. These are, in addition to $D_{3 d}$ and $C_{2 h}, C_{3 v}$ and C.

Using the multiplication table, Table III, and considering squares of elements $p_{25}, p_{26}$, and $p_{27}$, we can find possible additional fractional translations:

$$
\begin{align*}
& \vec{f}_{25}=\overrightarrow{0},(0,0,1),(1,1,0),(1,1,1),  \tag{184}\\
& \vec{f}_{26}=\overrightarrow{0},(1,0,0),(0,1,1),(1,1,1) \tag{185}
\end{align*}
$$

and

$$
\begin{equation*}
\vec{f}_{27}=\overrightarrow{0},(0,1,0),(1,0,1),(1,1,1) \tag{186}
\end{equation*}
$$

Similarly, the cube of $\vec{f}_{2}{ }^{\circ} p_{2}$ must give $p_{1}$, modulo Ker $T$. This implies possible $\vec{f}_{2}$,

$$
\begin{equation*}
\vec{f}_{2}=\overrightarrow{0},(0,1,1),(1,0,1),(1,1,0) \tag{187}
\end{equation*}
$$

Analogous considerations of $p_{13}, p_{14}$, and $p_{15}$ bring no restrictions on their additional fractional translations.

Further restrictions arise from multiplications of different group elements. For example, in the case $\mathbf{P}_{L}^{\prime}$ $=S_{6}=C_{3 i}$ the following relation must be satisfied:

$$
\begin{equation*}
\left(\vec{f}_{13} \circ p_{13}\right) \circ\left(\vec{f}_{2} \circ p_{2}\right)=\left(\vec{f}_{2} \circ p_{2}\right) \circ\left(\vec{f}_{13} \circ p_{13}\right) \tag{188}
\end{equation*}
$$

This restricts $\vec{f}_{13}$ to

TABLE VII. Substar [1,2,3]. Point groups $\mathbf{P}_{L}^{\prime}\left(\mathbf{P}_{L}^{\prime} \subseteq \mathbf{P}[1,2,3]\right)$, corresponding crystallographic class ( $\left.\mathbf{P}_{L}^{\prime} \circ \overline{\mathrm{Ker}} O_{h}\right),{ }^{\text {a] }}$ point groups of the isotropy groups $P_{L}\left(P_{L}=\mathbf{P}_{L} \circ \overline{\mathrm{Ker}} O_{h}\right)$, associated subduction frequencies $i$, and numbers of domains $\delta$ (halves indicate conjugated groups but with different handedness). The translation group, Bravais lattice, is $T[1,2,3]=\left\{\left(2 n_{1}, 2 n_{2}, 2 n_{3}\right)\right\}$ where $n_{1}, n_{2}, n_{3}$ are integers.

| $P_{L}^{\prime}$ | class | $P_{L}$ | i | $\delta$ |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} D_{3 d}= & \left\{p_{1}, p_{2}, p_{3},\right. \\ & p_{13}, p_{14}, p_{15}, \\ & p_{25}, p_{25}, p_{72} \\ & \left.p_{3}, p_{38}, p_{39}\right\}=P \end{aligned}$ | $\mathrm{O}_{\mathrm{n}}$ |  | - | - |
| $D_{3}=\left\{p_{1}, p_{2}, p_{3}, p_{25}, p_{26}, p_{27}\right\}$ | 0 | $\begin{aligned} & o^{(1)}=\left\{p_{1}, p_{2}, p_{3}, p_{25}, p_{26}, p_{27}\right\} \circ \overline{\operatorname{ker}} O_{h} \\ & o^{(2)}=\left\{p_{1}, p_{2^{\prime}}, p_{3},(1,1,1) \circ p_{25^{+}}(1,1,1) \circ p_{26}(1,1,1) \circ p_{27}\right\} \circ \overline{\operatorname{Ker}} O_{n} \end{aligned}$ | 1 1 | $16 / 2$ $16 / 2$ |
| $C_{3 v}=\left\{p_{1}, p_{2}, p_{3}, p_{37}, p_{38}, p_{39}\right\}$ | $T_{d}$ | - | - | - |
| $S_{6}=\left\{p_{1}, p_{2}, p_{3}, p_{13}, p_{14}, p_{15}\right\}$ | $T_{n}$ | $T_{n}^{(1)}=\left\{p_{1}, p_{2}, p_{3}, p_{13}, p_{14}, p_{15}\right\} \circ \overline{\operatorname{ker}} O_{n}$ | 1 | 16 |
| $C_{2 h}=\left\{p_{1}, p_{13}, p_{25}, p_{37}\right\}$ | $\mathrm{D}_{4 \mathrm{~h}}$ |  | - | - |
| $C_{3}=\left\{p_{1}, p_{2}, p_{3}\right\}$ | T | $T^{(1)}=\left\{p_{1}, P_{2}, P_{3}\right\} \circ \overline{\operatorname{Ker}} \mathrm{O}_{h}$ | 2 | 32 |
| $C_{s}=\left\{p_{1}, p_{37}\right\}$ | $\mathrm{D}_{2 \mathrm{~d}}$ | -- | - | - |
| $C_{1}=\left\{p_{1}, p_{13}\right\}$ | $\mathrm{D}_{2 \mathrm{~h}}$ | $D_{2 h}^{(1)}=\left\{p_{1}, p_{13}\right\} \circ \overline{\operatorname{ker}} O_{h}$ | 3 | 48 |
|  |  | $D_{2 h}^{(2)}=\left\{p_{1},(0,0,1) \circ p_{13}\right\} \circ \overline{\operatorname{ker}} O_{n}$ | 3 | 48 |
| $C_{2}=\left\{p_{1}, p_{25}\right\}$ | $\mathrm{D}_{4}$ | $D_{4}^{(1)}=\left\{p_{1}, p_{25}\right\} \circ \overline{\operatorname{Ker}} O_{n}$ | 3 | 48/2 |
|  |  | $D_{4}^{(2)}=\left\{p_{1},(0,0,1) \circ p_{25}\right\} \cdot \overline{\operatorname{Ker}} O_{h}$ | 3 | $48 / 2$ |
| $C_{1}=\left\{p_{1}\right\}$ | $\mathrm{D}_{2}$ | $\mathrm{D}_{2}{ }^{11}=\overline{\operatorname{Ker}} \mathrm{O}_{\mathrm{h}}$ | 6 | 96 |

$$
\begin{equation*}
\vec{f}_{13}=\overrightarrow{0},(1,1,1) \tag{189}
\end{equation*}
$$

A similar treatment gives all possible choices of additional fractional translations and of associated point groups $\mathbf{P}_{L}$. Since the actual manipulation does not bring any new insights into the technique we omit it and we only give the results in Table VII.

However, we note that all subgroups so obtained are isotropy groups; that is, they pass Steps 6 and 7. This can be seen from Eq. (183). For example, at the same substar, $\mathbf{P}_{L_{1}}$ $\subset \mathbf{P}_{L_{2}}$ implies $\left|\mathbf{P}_{L_{1}}\right|<\left|\mathbf{P}_{L_{2}}\right|$ and $i\left(\mathbf{L}_{1}\right)>i\left(\mathbf{L}_{2}\right)$, and Step 6 is passed. Similarly,

$$
\begin{equation*}
\sum_{\sigma \in\left[1,2,3|\backslash| \alpha^{\prime}, \ldots \mid\right.} \tilde{i}_{\sigma}\left(\mathbf{P}_{L}\right)=\frac{2}{\left|\mathbf{P}_{L}\right|} \text { or } \frac{4}{\left|\mathbf{P}_{L}\right|} \neq 0 \tag{190}
\end{equation*}
$$

and Step 7 is passed.
Also we emphasize that again groups equivalent in $\mathrm{O}_{h}^{3}$ but different space groups occur due to equivalence by an improper operation (only). These are $O^{(1)} \sim O^{(2)}$ and $D_{4}^{(1)}$ $\sim D_{4}^{(2)}$ which are in both cases equivalent under conjugation by the inversion $p_{13}$. Note also that in these cases the number of the domains $\delta$ is actually a half of its usual value. ${ }^{19}$

The last step which remains to be performed is an actual identification of conventional space-group labels for all isotropy space groups associated with point group coset representatives given in Tables V-VII.

Given $\mathbf{T}_{L}$ and $\mathbf{P}_{L}$ we have already given full translation $T_{L}$ and point $P_{L}$ groups in Tables IV and V-VII, respectively. Then the first step in the identification is to express all fractional translations in terms of the new Bravais
lattice. After this is done, a translation of the origin and renaming of the axes may be required before the identification can be made. These steps are best illustrated in an example.

Let us take the group $\mathbf{L}$ given by $\mathbf{T}_{L}=\mathbf{T}[1]$ and $\mathbf{P}_{L}^{\prime}$ $=C_{2}$. In Table IV we find

$$
\begin{equation*}
T_{L}=T[1]=\left\{\left(n_{1}, 2 n_{2}, n_{3}\right)\right\}, \quad n_{i}=0, \pm 1, \pm 2, \ldots \tag{191}
\end{equation*}
$$

which determines the new Bravais lattice. In Table V we find

$$
\begin{equation*}
P_{L}=D_{4}^{(1)}=\left\{p_{1}, p_{27}\right\} \circ\left\{p_{1},(0,1,0)^{\circ} p_{10},(0,1,0) \circ p_{11}, p_{12}\right\} \tag{192}
\end{equation*}
$$

where we have chosen $D_{4}^{(1)}$ as an example. Now, we have to reexpress all fractional translations in terms of the new Bravais lattice. Therefore,

$$
\begin{equation*}
p_{27}=\left\{\left.\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right) \right\rvert\, \ddot{\phi}_{27}\right\} \tag{193}
\end{equation*}
$$

in the old lattice, becomes

$$
\begin{equation*}
P_{27}=\left\{\left.\left(\frac{1}{2}, \frac{1}{4}, \frac{1}{2}\right) \right\rvert\, \stackrel{\rightharpoonup}{\phi}_{27}\right\} \tag{194}
\end{equation*}
$$

in the new lattice. Similarly, $(0,1,0)^{\circ} p_{10}$ becomes $\left(0, \frac{1}{2}, 0\right)^{\circ} p_{10}$, etc.

Next, we choose to make an identification according to Ref. 16. There we find that for the crystallographic class $D_{4}$ the unique tetragonal axis is chosen to be the $\hat{z}$ axis.
Therefore, we must take an equivalent group to $D_{4}^{(1)}$, namely, we rotate the coordinate frame:

$$
\begin{align*}
D_{4}^{(1)} & \sim p_{3}^{-1} \circ D_{4}^{(1)} \circ p_{3} \\
& =\left\{p_{1}, p_{25}\right\} \circ\left\{p_{1}, p_{10},\left(0,0, \frac{1}{2}\right) \circ\left(0,0, \frac{1}{2}\right) \circ p_{12}\right\} \tag{195}
\end{align*}
$$

and

$$
\begin{equation*}
p_{25}=\left\{\left.\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{4}\right) \right\rvert\, \stackrel{\rightharpoonup}{\phi}_{25}\right\} \tag{196}
\end{equation*}
$$

At this point it is important to note that the new translation group is now also rotated,

$$
\begin{equation*}
T_{L}=\left\{\left(n_{1}, n_{2}, 2 n_{3}\right)\right\}, \quad n_{i}=0, \pm 1, \pm 2, \ldots \tag{197}
\end{equation*}
$$

Finally, we make the shift of the origin in the old lattice to $\left(\frac{1}{2}, 0, \frac{1}{2}\right)$ [in the new lattice, to $\left.\left(\frac{1}{2}, 0, \frac{1}{4}\right)\right]$. This results in

$$
\begin{align*}
D_{4}^{(1)}= & \left\{(x, y, z),\left(x, \bar{y}, \bar{z}+\frac{1}{2}\right),(\bar{x}, y, \bar{z}),\left(\bar{x}, \bar{y}, z+\frac{1}{2}\right),\right. \\
& \left(\bar{y}, \bar{x}, \bar{z}+\frac{3}{4}\right),\left(y, \bar{x}, z+\frac{1}{4}\right),\left(\bar{y}, x, z+\frac{3}{4}\right), \\
& \left.\left(y, x, \bar{z}+\frac{1}{4}\right)\right\}, \tag{198}
\end{align*}
$$

where we expressed the elements of $D_{4}^{(1)}$ as the coordinates of a vector into which a general vector $(x, y, z)$ is transformed. These are nothing else but the coordinates of equivalent positions of a general vector as given in Ref. 16 for the space group $D_{4}^{7}$. Therefore, we complete our identification

$$
\begin{equation*}
D_{4}^{(1)} \sim D_{4}^{7} . \tag{199}
\end{equation*}
$$

Identifications of other space groups follow the same pattern. The result is summarized in Table VIII. With this we have completed a determination of all isotropy space groups of $O_{h}^{3}$ associated with its irreducible representation $X(3)$. The results here agree with those of Ref. 23.

We conclude that in a phase transition driven by an $X(3)$ order parameter the symmetry may change from $O_{h}^{3}$ only to one of its isotropy groups given in Table VIII.
Further restrictions on simple continuous transitions come from the maximality conjecture ${ }^{6,7}$ and/or the actual minimization which also require the utilization of the results presented in Table VIII. This additional analysis will be explained elsewhere. ${ }^{5}$

We also note that an experimentally observed lowsymmetry group $C_{4 h}^{4}$ (doubling in $x$ and $y$ directions) ${ }^{26}$ in A15 superconductors is not among those listed in Table VIII implying that $O_{h}^{3}$ to $C_{4 h}^{4}$ transitions are either not driven by an $X(3)$ order parameter, or an additional order parameter plays an important role in the transitions.

## V. DISCUSSION

In the preceding sections we have developed an algorithm for systematic calculation of isotropy groups for irreducible representations of space groups. Such calculations are necessary in the Landau theory of structural phase transitions in crystals. Therefore, both from a physical as well as mathematical point of view, it is needed to calculate isotropy groups for all irreducible representations of all space groups. Our algorithm has been designed for such a task: we have formulated the algorithm in such a way that it may be adopted for use on computers. At the present stage such a general calculation is not attempted. However, success of various computer applications in group theory is encouraging ${ }^{27}$ and we believe that our algorithm will prove useful. In the meantime some improvements of the algorithm may be sought. Firstly, it might be advantageous to reformulate the algorithm in such a way that it uses only generators and

TABLE VIII. All isotropy space groups $L$ of the space group $O_{h}^{3}$ for the irreducible representation ${ }^{17} X(3)$. Associated Bravais lattices $T_{L}$ are given in terms of primitive translations of the Bravais lattice of $O_{h}^{3}\left(n_{1}, n_{2}, n_{3}\right.$ are integers). Vector $\vec{\tau}_{0}$, expressed in terms of primitive translations in $O_{h}^{3}$, denotes the shift of the origin necessary to transform elements of $L$, Table $I$, into a frame in which they coincide with the corresponding ones of Ref. 16. The last two columns give the subduction frequency $i(L)$ and the number of domains which occur in a corresponding transition (halves indicate equivalent space groups but with different handedness).

| $L$ | $I_{\text {L }}$ | $\vec{\tau}_{\text {o }}$ | i(L) | $\delta$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{O}_{5}^{3}$ | $\left\{\left(n_{1}, n_{2}, n_{3}\right)\right\}$ | -- | 0 | 1 |
| $\mathrm{D}_{2 \mathrm{n}}^{5}$ | $\left\{\left(n_{1}, 2 n_{2}, n_{3}\right)\right\}$ | - | 1 | 12 |
| $\mathrm{D}_{4}^{7}$ | $\left\{\left(n_{1}, n_{2}, 2 n_{3}\right)\right\}$ | $(1 / 2,0,1 / 2)$ | 1 | $12 / 2$ |
| $\mathrm{D}_{4}^{3}$ | $\left.f\left(n_{1}, n_{2}, 2 n_{3}\right)\right\}$ | $(1 / 2,0,1 / 2)$ | 1 | 12/2 |
| $\mathrm{D}_{4}^{13}$ | $\left\{\left(2 n_{1} 2 n_{2}, n_{3}\right)\right\}$ | $(\overline{1 / 2}, 0, \overline{1 / 2})$ | 1 | 12 |
| $\mathrm{D}_{4 n}^{15}$ | $\left(\left(2 n_{1}, 2 n_{2}, n_{3}\right)\right)$ | $(1 / 2,0,1 / 4)$ | 1 | 12 |
| $0^{6}$ | $\left\{\left(2 n_{1}, 2 n_{2}, 2 n_{3}\right)\right\}$ | - | 1 | 16/2 |
| 07 | $\left(\left(2 n_{1}, 2 n_{2}, 2 n_{3}\right)\right\}$ | - | 1 | 16/2 |
| $\mathrm{T}_{\mathrm{h}}^{6}$ | $\left\{\left(2 n_{1}, 2 n_{2}, 2 n_{3}\right)\right\}$ | - | 1 | 16 |
| $\mathrm{D}_{2}$ | $\left\{\left(n_{1}, n_{2}, 2 n_{3}\right)\right\}$ | - | 2 | 24 |
| $\mathrm{O}_{2} \mathrm{~d}$ | $\left\{\left(2 n_{1}, 2 n_{2}, n_{3}\right)\right\}$ | ( $1 / 2,0,1 / 2$ ) | 2 | 24 |
| $\mathrm{D}_{2 n}^{11}$ | $\left\{\left(n_{1}, 2 n_{2}, 2 n_{3}\right)\right\}$ | - | 2 | 24 |
| $\mathrm{O}_{2 \mathrm{~h}}^{9}$ | $\left(\left(2 n_{1}, 2 n_{2}, n_{3}\right)\right)$ | $(\overline{1 / 2}, 0,0)$ | 2 | 24 |
| $\mathrm{D}_{2 \mathrm{n}}^{3}$ | $\left\{\left(2 n_{1}, 2 n_{2}, n_{3}\right)\right\}$ | $(7 / 2,0,0)$ | 2 | 24 |
| $\mathrm{D}_{4}^{6}$ | $\left.\left(12 n_{1}, 2 n_{2}, n_{3}\right)\right\}$ | (1/2,0,1/4) | 2 | 24 |
| 1* | $\left.f\left(2 n_{1}, 2 n_{2}, 2 n_{3}\right)\right\}$ | - | 2 | 32 |
| $\mathrm{D}_{27}^{15}$ | $\left\{\left(2 n_{1}, 2 n_{2}, 2 n_{3}\right)\right\}$ | - | 3 | 48 |
| $\mathrm{D}_{2 \mathrm{~m}}^{16}$ | $\left\{\left(2 n_{1}, 2 n_{2}, 2 n_{3}\right)\right\}$ | (0.0.1/2) | 3 | 48 |
| $\mathrm{D}_{4}^{8}$ | $\left.\left(2 n_{1}, 2 n_{2}, 2 n_{3}\right)\right)$ | $(1 / 2,0,3 / 4)$ | 3 | $48 / 2$ |
| $\mathrm{D}_{4}^{4}$ | $\left\{\left(2 n_{1}, 2 n_{2}, 2 n_{3}\right)\right\}$ | $(1 / 2,0,1 / 4)$ | 3 | 48/2 |
| $\mathrm{O}_{2}^{3}$ | $\left\{\left(2 n_{1}, 2 n_{2}, n_{3}\right)\right\}$ | $(1 / 2,0,0)$ | 4 | 48 |
| $\mathrm{D}_{2}^{4}$ | $\left\{\left(2 n_{1}, 2 n_{2}, 2 n_{3}\right)\right\}$ | - | 6 | 96 |

relations. Secondly, the last step of the algorithm, the identification of space group labels has to be systematized. ${ }^{28,11}$

Until the analysis of all space groups is made the algorithm can be readily used for the analysis of a particular group and the representation at hand. The merit of the algorithm is that it requires only knowledge of partial characters of the representation. Furthermore, it gives a systematic procedure ensuring that all isotropy groups will be determined.

In conclusion we would like to emphasize again the relevance of isotropy groups in the theory of phase transitions: Isotropy groups are the only possible low-symmetry groups occurring in a transition driven by an order parameter belonging to a given representation of the high-symmetry group. The transition may be continuous, multicritical or even a "symmetry induced" discontinuous one. ${ }^{29}$ This is a group theoretical conclusion independent of a particular theory used (e.g., Landau theory or renormalization group theory). Consequently, group theory alone cannot decide on the type of a transition. For this we must resort to a particular physical theory.

In the case of the Landau theory it has been conjectured that only maximal isotropy groups (other than $G$ ) may occur in a simple continuous transition. ${ }^{6,7}$ Still, in order to know exactly in which of the maximal isotropy
groups the symmetry will actually break it is necessary to minimize the Landau free energy.

Minimization of the free energy reduces to a solution of a system of nonlinear equations. However, these equations transform as a vector under $\mathbf{R}$. Hence, the knowledge of the isotropy groups may be used via projection operator techniques to solve the equations. ${ }^{5}$ Therefore, the knowledge of isotropy groups does not only give all the possible low-symmetry groups but it also facilitates a systematic calculation of actual minima of the Landau free energy.

Note added in proof: Counterexamples to the maximality conjecture have been found recently ${ }^{30}$ adding to the importance of the general method developed here.

After the submittal of this paper, a paper by Deonarine and Birman ${ }^{31}$ has appeared. The results of the present paper and its preprint contain and go beyond the results of Ref. 31.
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